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Preface

This book developed out of courses on computational semantics that
the authors jointly taught at the Department of Computational Lin-
guistics, University of the Saarland, Saarbrücken, Germany, in 1995 and
1998, and at ESSLLI’97, the 9th European Summer School in Logic,
Language and Information, Aix-en-Provence, France, in August 1997.
When designing these courses, we found no single source containing all
the material we wanted to present. At that time, the only notes exclu-
sively devoted to computational semantics that we knew of were Cooper
et al. (1993), probably the first systematic introduction to modern com-
putational semantics. Like the present book, these notes are Prolog
based, and cover some of the same ground, often using interestingly
different tools and techniques. However we wanted to teach the subject
in a way that emphasized inference, underspecification, and grammar
engineering and architectural issues. By the end of the 1990s we had a
first version of the book, influenced by Pereira and Shieber (1987) and
Johnson and Kay (1990) for semantic construction, and Fitting (1996)
for inference, which partially realised these goals.

The project then took on a life of its own: it expanded and grew
in a variety of (often unexpected) directions. Both the programs and
text were extensively rewritten, some parts several times. We first pre-
sented a mature, more-or-less stable, version of the newer material at
ESSLLI’01, the 13th European Summer School for Logic, Language, and
Information, Helsinki, Finland, in August 2001. We then presented it
in a more refined form at NASSLLI’02, the 2nd North American Sum-
mer School for Logic, Language, and Information, Indiana University ,
Bloomington, Indiana, USA, in June 2002. And finally, many years after
we started, we have ended up with the kind of introduction to compu-
tational semantics that we wanted all along. It has taken us a long
time to get there, but the journey was a lot of fun. We hope that this
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comes through, and that the book will be a useful introduction to the
challenging and fascinating area known as computational semantics.
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