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 Deletes

 Typing Time

 Number of Turns

 Number of Total Trials



 Variability

 Subject – Participants

 Language capacity – Intercept
 Deletes (typing behavior) – Random slope

 Item - Faces (Images)

 Easy/difficult– Intercept
 Salient/Neutral (number of turns) – Random slope



 Centering

 Subtracted by mean
 Avoid a spurious correlation (between slope and intercept)

 Rescaling

 Typing Time in unit (ms) – WARNING: huge!















Correlation is different though…





 … (0 + Deletes + Turns | Dyad) + (1 | Dyad) …

 … (0 + Deletes * Turns | Dyad) + (1 | Dyad) …

 … (1 + Deletes * Turns | Dyad) …

 … (1 + Deletes | Dyad) + (0 + Turns | Dyad) …

 …

 …

 All AICs were higher than previous ones



 Success ~ Deletes + Turns + ( 1 + Deletes | Dyad) + (1 + Turns| Face)

 Not quite yet – model criticism

 Trim!





 6 ‘outliers’ were discarded (3%)



 Comparison

 AIC
 The original model: 225.5
 With random slope: 222.2
 The trimmed: 191.4

 Improved fit
 The original model: 0.36970128
 With random slope: 0.41799971
 The trimmed: 0.51134736



!

bs.logr = confint(trimmed.model, method="boot", nsim=100, level =0.95)



 More repairs (deletes) could significantly enhance game performance, namely the coordination 
in CMC. 

 Coordination could also benefit from fewer turns, but less significantly.



 Failed to converge?

 Supervised learning

 Optimizer: minimalize the loss function
- Might fail to find a meaningful minimization

- Fail to build a model to depict the training data

 Solution?

 Default setting: ‘Bobyqa’ and ‘Nelder_Mead’ - one for preliminary optimization, and one for finalizing the 
work

 Alternatively, try either one of them (or package ‘optimx’)



 Questions?
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