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1. Introduction

Baker (1996:49) observes that polysynthetic languages lack noun phrase anaghead,
reflexivity is expressed by morphology on the verb, as illustrated in (1) for Mohawk:

(2) Sak raf]tate-nuhwe’-s (Mohawk)
Sak MASC.SG.SU-REFL-like-HAB
‘Sak likes himself.” (Baker 1996:50)

Polysynthetic languages as defined by Baker (1996) are charadtesiza) full (subject and
object) agreement and b) robust noun incorporation.

Baker’s generalization appears to be by and large correst(asll see, there is a potential
counter-example from San Miguel Chimalapa Zoque). What wéwitloncerned with here is
the explanation for the generalization. As discussed below, Bakeitanation of the absence
of noun phrase anaphors in polysynthetic languages reliesliyraciahe Binding Theory as
developed in Chomsky (1981, 1982). | argue in this paper that that theoticaly misguided
in that it takes reflexivity to be about the licensing ataie classes of pronouns. Both theory
internal and empirical considerations suggest that reflexivitysiead to be characterized as a
subject-predicate dependency, which may be expressed by prddieatal elements like
pronouns, but equally well, as in polysynthetic languages, by the htegtdicate, the verb.
Languages differ, then, as to how dependency relations are morgladiogkpressed, and |
would like to propose that Baker's Generalization follows frooomsistent choice made by
polysynthetic languages to realize dependency on the headiefitedent category (dependent
head-marking in the terminology of Zwart 2006a).

The article has the following contents. In section 2, the argumerads that binding is not
about pronoun licensing but about subject-predicate dependency. This allovslvetsome
problems connected with the earlier derivational theory of bindingvaftZ2002). Section 3
discusses Baker's Generalization, including its explanation instefnthe classical binding
theory, and the problems associated with that. Section 4 proposéieraative explanation,
based on the derivational binding theory discussed in section 2. Finelignsediscusses some
further aspects of such a derivational binding theory.

2. Binding theory from a derivational point of view

2.1 Morphological preliminaries

Ever since the publication of Chomsky (1980), inquiry into binding aftelxreity has been
directed at the configurations in which anaphors, pronouns, and R-egpsssan be felicitously

used. This soon led to the formulation of the binding theory principles (2hwahe to a large
extent empirically adequate.



(2) Binding Theory
A. An anaphor is locally bound
B. A pronoun is locally free
C. An R-expression is free

whereo bindsp if a c-command$ ando andp are coindexed.

This approach to binding presupposes that anaphors, pronouns, and R-expresdistiscire
deep structure elements, characterized by inherent featurdsretpcre some kind of licensing.
From this perspective it seemed puzzling that some languagkséskgsian, cf. Reuland 2001.:
478) fail to make a morphological distinction between anaphors and pronowth trases, the
bound or free interpretation of the pronominal element cannot be a fuofat®imherent feature
make-up: there must be an additional process of feature assidfimmeting’) which determines
how the pronominal element is interpreted.

This suggests a different perspective on binding altogether. Radineronsidering anaphors
and pronouns to be primitives with their own feature make-up, we nmkyathihem as different
morphological realizations of a single semi-referential efgrON which enters the syntax in
an underspecified state (Zwart 2002). The binding mechanism willrtipamt features (perhaps
indices) onto the pronominal element which leads to a certain morpladlogadization at PF
(this presupposes, crucially, that morphological paradigms aresadaady after syntax, as part
of a spell-out procedure; cf. Halle and Marantz 1993).

This view on the morphology of pronominal elements was at the coreesrler article
(Zwart 2002), which explores a derivational approach to binding.

2.2 A derivational binding theory

In my earlier article on aspects of a derivational theory of bqn(2002), | focused on the exact
configuration in which an antecedent is allowed to impart features arsemi-referential
element. Keeping to minimalist assumptions, and adapting a proposahyime K2002), |
proposed that antecedent-dependent relations are established only ldeneamnts that are
merged together in the syntactic derivation. This led to an analysisad (3), wherdohnis
merged withPRON yielding a constituent XP, which is merged with the verb, aftéciwlohn

is extracted from XP to be remerged as the external argument of the verb.

3) John loves himself

(4) [» — [vp lOoves [p JOhNn PRON ]]]

The thinking was that as a result of their merging toget®eN would automatically acquire
a feature [bound], which plays a role in the pronominal paradigmsngtid@es making a
distinction between anaphors and pronouns. In languages like Frisiémtine would not be
morphologically distinctive, leading to identical spell-outs of bound and free pronominals.

While this analysis successfully accounted for a number of grep@f anaphor binding
(having to do with uniqueness, locality, and the c-command requireseeriyvart 2002), it also
raised a number of problems which now lead me to revise it considerably.

The problems are illustrated by the examples in (5):



(5) a. John was [ arrested — ] by himself
b. John seems to himself [ — to be an idiot ]

In these examples, the dashes indicate the positions in whidnttheories of argument
structure would lead us to expeltthnto be generated. As these positions are hierarchically
lower than the position dfimself(=PRON), an analysis wher#hnis merged witlPRONbefore
it is remerged in its theta position is not available.

In Zwart (2002) I tried to counter these problems by questioningrédseimed base position
of Johnin (5a) and (5b). But since then, other considerations have come up whicstshgge
such tinkering is unnecessary. These considerations (of a tygadlogture) lead me to reject the
idea that pronominals have a special status in the domain of bematihgeflexivity. They are
instead auxiliary elements used to morphologically realizegatiffe [bound] on a predicate
(partly in the spirit of Reinhart & Reuland 1993).

2.3 Reflexivity as dependency marking
2.3.1 Subject-predicate dependency

In pursuing a derivational account of agreement and case (iaecauant that takes case and
agreement morphology to be a function of the structure buildirgteMerge), Zwart (2006b)
proposes that agreement is not mediated by functional heads, apialibegoal approach of
Chomsky (2001), but is a reflection of a direct dependency betavsebject and its sister (here
to be called ‘predicate’). This is suggested by the observiltadmgreement may be realized in
a number of different ways: on a verb (6a) or auxiliary (6b), ontia ekttached to (7a) or
separate from (7b) the verb, sometimes even on the object (8paradimes on a range of
elements (9).

(6) a. John read- poetry
b. John ha readWar and Peace

(7)a. u bru 1& pen-yop u u pshi (Bhoi Khasi)
DET man PAST cause-die 8GMASC DET shake
‘The man killed a snake.’” (Nagaraja 1997: 352)

b. u bru pnyap psfi U (Nongtung Khasi)
DET man cause-die snakes@MASC
‘The man killed a snake.’” (Nagaraja 1997: 355)

(8) a. Dios tupon naxo-xt'éwal wako (Coahuilteco)
god DEM-1AGRS 1PL:SU-annoy CAUS
‘We annoyed god.’ (Troike 1981: 663)

b. Dios tupo-m xa-kawa xo e”?
god DEM-2AGRS 2su-love Aux Q
‘Do you love god?’ (Troike 1981: 663)



9) Juma a-li-kuwa a-ngali  a-ki-fanya kazi (Swabhili)
Juma Su;-PAST-be su;-still  su-PROGdo work (1 = noun class)
‘Juma was still working.’” (Carstens 2003: 395)

What unites the various realizations of agreement is thateheeats on which it is spelled out
are all terms of the predicate. Hence the idea that agreésrentorphological realization of
features which the predicate receives as an automaticaégslbeing merged with the subject.
In effect, the feature assignment procedure may be specifiedtase sharing (as in Koster
1987:8), and the process is similar to the one proposed in Kayne (2002) an{DQ?2) for the
relation between a pronominal element and its antecedent (cf. (4)).

Zwart (2006c¢) proposes that objective case is to be understood as an altesafiiagon
of the subject-predicate dependency: whereas agreement typecghys a verb inside the
predicate, objective case typically affects a predicatenatenoun phrase. One reason for
thinking that objective case has this status is that it cannlbtemsas be described as expressing
a dependency w.r.t. the verb. This can be seen most clearly in scranablgtgictions in e.g.
Dutch, where the object is not adjacent to the verb, and may even apgeadomain of a
higher unaccusative verb (Zwart 2001):

(10) ..dat =ze hem niet schijn-t te ken-nen (Dutch)
that PIGFEM:NOM 3SG.MASC:ACC  not seem-8G to KnowdNF
‘..that she doesn’t seem to know him.’

There is some reason to believe, as Zwart (2006c¢) argues, tlsit 8ot Mutation, taken to be
a phonological realization of case (as in Roberts 1997), is alsppagssion of the subject-
predicate dependency (i.e. an XP-XP relation as in Borsley anehiall 1996), which for
phonological reasons can only be realized at the edge of the depentgurycaThe
phenomenon is illustrated in (11$M = soft mutation):

(11) a. roedd y ddynes yn prynu beic/ *feic (Welsh)
was the woman PROG buyINF  bike /4 bike
‘The woman was buying a bike.’

b. prynodd vy ddynes feic/*beic
bought the woman bike / bike
‘The woman bought a bike.’

The fact that mutation takes place only when the verb is remofieitls(absence in (11a))
suggests that objective case does not express dependendii@wetb, but with respect to the
subject (or some other phrasal category, as in Borsley amtriialt 1996). Another reason for
viewing structural case in this way is that the subject isasally the absence of case-marking
(Jakobson 1935, Zwart 1988), so that it cannot be seen as feature matkangudfject by the
predicate, kind of the converse of subject-predicate agreement.

If this is the correct way of looking at case and agreentempitture that emerges is that
these two phenomena both mark the predicate as a dependersidfjdoe. This then raises the
guestion of whether that same dependency is reflexcted in abinehosyntactic phenomena as
well. In this context, | would like to suggest that reflexivigy another subject-predicate
dependency marking device.



2.3.2 Reflexivity as subject-predicate dependency

The suggestion would now be that reflexivity is a specs cd subject-predicate dependency,
marking the predicate as oriented towards the subject, and tiptoasare used in some
languages as designated elements for spelling out the dependéecwithi agreement, this
approach is supported by the observation that the dependency may lssexkprex number of
ways, not all of them involving pronominals.

Baker (1996) shows that a circumscribed set of languages, whaails@olysynthetic, do
not have noun phrase anaphors. Instead, the languages in question wentix #sareflexive. In
fact, the range of elements used to express reflexivity i8 lguge, as the surveys of Geniusien
(1987) and Schladt (2000) show. Many languages express reflexivity hsatygpart noun
phrases (12), which may or may not feature a pronominal possessattatded is the use of
subject oriented secondary predicatesetfrelements to mark reflexivity (13); a further category
employs nonargument clitics or reflexives (14); other deviveslve the use of adverbs (15),
intensifiers (16), special auxiliaries (17), locatives (18), and full copii¢he antecedent (19).
This is in addition to the use of verbal morphology illustrated inaftich is in no way restricted
to polysynthetic languages.

(12) a. Nye reremmogon (Bari)
he kil body
‘He kills himself.’ (Spagnolo 1933:139f in Schladt 2000)

b. en toofi-ii  koye men (Toucouleur)
we harmAsp heads our
‘We have harmed ourselves.’ (Sylla 1993:149)

(13) a. lIrall pein duhp-irall (Ponapean)
3pL  self  bathe-8L
‘They bathed themselves.’ [lit. ‘They themselves bathed them’] (Rehg 1981:301)

b. Alfijadi-z wi¢  guzgud-a akwa-zwa (Lezgian)
Alfija-DAT  self  mIirroriNESS SseewPF
‘Alija sees herself in the mirror.” (Haspelmath 1993:185)

(14) a. Das Buch liest sich gut (German)
the book readssE good
‘The book reads well.’

b. Jon-as ati-vec vaik-a i mokykl-g (Lithuanian)
JonasNOM  PERFREFL-brought  childAcc to schoolacc
‘Jonas brought the child with him to school.” (Geniu&i@887:135)

(15) Atakusa a-no kama nia  sapa ko-pa-so-ma (Sanuma)
gun PBGINST 3sG shoot revers®lR  returnEXT-FOG-COMPL
‘He shot himself with a gun.” (Borgman 1991:43 in Schladt 2000)

(16) “?ut geg-e-ni gec (Zzay)
3SG.MASC REFL-ACC-POSS3SG.MASC  Kkill: PERE3SG.MASC
‘He killed himself.” (Meyer 2005:84)



(A7) Yehpe nochi (Sie)
Y-ehpe n-oeh-i
3sG.DISTPAST-do.reflexively NOM-seeoB:3sG
‘He/she saw him/herself.” (Crowley 1998:127)

(18) Mj-imj ti-re (Zande)
I-Kill on-me
‘| kill myself.” (Tucker & Bryan 1966:150 in Schladt 2000)

(19) a. Pov yeej ghuadlov (Hmong)
Pao always praise Pao
‘Pao always praises himself.” (Mortensen 2004:2)

b. Pov paub Pov
Pao know Pao
‘Pao knows himself/ knows it of himself (i.e. noone told him).o(dnsen 2004:11)

Crucially, all elements expressing reflexivity in (1) and ({15} are terms of the subject’s sister
(the predicate). This suggests that, as with agreement, the depelateent in the binding
relation is the predicate itself, employing a range of préslicgernal elements for the
morphological realization of reflexivity.

This would entail that the analysis of (3) should be taken to a Hegletin comparison with
(4): not the pronominal element, but the entire predicate is the depetelaent in a reflexive
construction:

(20)  [sugsectdONNt—> Erepicate |OVESPRON]

In (3), the dependent elemarroNwas taken to acquire the feature [bound] automatically, as
a function of the merger with its antecedent. In (20), the pronoml@alent does not acquire
the feature [bound] at all. Instead the predicate is the recipfetite feature, considering
reflexivity as a possible interpretation of a more generalrabgecy that arises upon merger of
the predicate with the subject. Just like with subject-verb agnegersome morphological
realization of the dependency takes place, here in the guise of asaploophology of the
object.

In comparison with the earlier proposal, this implies thattwehat the core of binding is not
a licensing condition on a *dependent noun phrase, but the characterafagiorevent as
reflexive, or self-oriented (see section 5).

2.3.3 Solving the problems

We return to the general properties of a binding theory incorpgréte idea that reflexivity is
a case of subject-predicate dependency below, in section 5. Firsgyweturn to the problems
associated with the derivational binding theory of Zwart (2002), iited in (5), repeated here.
(5) a. John was [ arrested — ] by himself

b. John seems to himself [ — to be an idiot ]

These problems involved a conflict between two theories requiringylartbase positions of



the subject: if the subject is generated in its theta-position, it can no lmmgeerged with the
pronominal, and vice versa. But now we no longer assume that thetsubgt be merged with
the pronominal directly for a reflexive reading to result. In, il antecedent is never merged
with a pronominal, which merely serves to morphologically realize a highardegendency
between the subject and its predicate. In (5a), the relevamdiamy is betweedohnandwas
arrested by himselin (5b), betweedohnandseems to himself to be an idit both cases, the
pronominal realized dsmselfis part of the predicate and may be used to spell out reflexivity.

As mentioned above, the analysis is reminiscent of thaewfart & Reuland (1993), in
stressing the notion of reflexivity. However, the Reinhart & Redlanalysis stays much closer
to the classical Binding Theory in that it seeks to rephrasprtheiples in (2) in a variety of
conditions directed at explaining the distribution of pronominals andpRessions (see Safir
2004 for discussion). In addition, their analysis takes predication todveral concept, whereas
on our view predication is just a subcase of sisterhood, the only comiguralevant to
dependency.

Importantly, if a language uses pronouns to express reflexiviyhasin its morphological
inventory an anaphor as the spell-ouprbN contained in a dependent-marked (self-oriented)
phrase, any alternative realizationrsfoN will not arise in a reflexive construction. In other
words, (21) is ungrammatical as a reflexive construction, not bechssene violation of a
principle like Principle B (cf. (2b)) governing the distributiorh@h, but simply because in the
intended reflexive reading of the predickteesPRON PRONWIll be realized akimself not as
him.

(21) John loves him

It follows that Principle B can be dispensed with, as can inpfactiples A and C (see section
5 for further discussion).

2.4 Conclusion

In this section | have argued for a derivational theory of binding which descrilsvigflas

a subcase of subject-predicate dependency. When a subject is mergestlicate, the predicate
is automatically marked as a dependent of the subject. | hawedagtsewhere that subejct-verb
agreement is just the realization of the subject-predasiendency on a term of the predicate,
and that objective case on a predicate internal noun phraselieraatave realization of the
same dependency. What | propose here is that reflexivity isra specific instance of the
subject-predicate dependency, such that the predicate may be marked va#iuree[bound]
upon merger with the subject. In languages like English, the fdatured] is then realized on
the object via anaphoric morphology.

Importantly, in this approach there is no need for the principles birtdeng theory (2), as
the perspective shifts from licensing conditions on particular types of nousephl{emaphors,
pronouns and R-expressions) to parametric variation in the morpholagadizbtion of the
feature [bound] on a term of the predicate. This shift is made pegsilhe idea that pronouns
enter the derivation in underspecified state, and are spelled the basis of features acquired
in the course of the derivation.



3. Baker's Generalization
3.1 Baker’s explanation

The observation that polysynthetic languages lack noun phrase anaphqisiised by Baker
(1996) as follows.

First, polysynthetic languages are characterized by the citanogsthat noun phrases are
adjuncts, adjoined to the clause (S in (22)), and coindexed with emptyupsopoo in (22))
occupying clause internal argument positions:

(22) S
/\
NP, S
RN
S NR,
pro, VP
\% pro,

Second, Baker adopts the standard definition of binding as involving coindexing ainde
command. Hence, if the subject (MP(22)) were to bind the object (NPboth elements would
be coindexed (i.e.=k), and so would both clause internal empty pronouns. As a result, we end
up with a pronoun coindexed with a local antecedent, in violation ofiplertg of the Binding
Theory (cf. (2b)).

It follows that polysynthetic languages cannot make use of anaphmect® to express
reflexivity, hence the recourse to the alternative strategyumgpteflexive morphology on the
verb.

3.2  The problem

If the approach to binding and reflexivity of section 2 is corigetcan dispense with licensing
conditions on pronouns such as Principle B. In (21), repeatechirareannot be interpreted as
referring to the same individual dshn not becauskim cannot be bound, but becauskifes
PRONIS to be interpreted as reflexiv/rRON happens to be realized lasnselfin English.

(21) John loves him

If Principle B is not part of the grammar, Baker's own explamatif Baker's Generalization is
not properly founded. | believe Baker's Generalization to be by anel targect (see section 4
for a potential counterexample), but its explanation should not be soulétanriciples of the
classical Binding Theory.

4. Baker’'s Generalization as a dependency marking preference
Within the derivational approach to binding sketched in section Zeginative explanation for

Baker’s Generalization is readily suggested.
We have assumed that dependency is a function of merge, such that nvbeges t®, 6



is automatically turned into the dependent.of his much, we hope, is not subject to language
variation. The locus of parametric variation, | presume, lies icahgonent of dependency
realization The dependent elemebtneeds to rely on one or more of its terms for the
morphological realization of the dependency.

It has been known for a long time that languages differ in how thpsegs syntactic
dependencies in their morphology (see in particular Nichols 1986). sekssdied in Zwart
(2006a), a careful consideration of dependency marking phenomena suggdstsgtiedes
differ not so much in whether they mark the head or the dependentryatag proposed by
Nichols 1986, assuming dependency to involve a relation between a headlependent
phrase), but in whether they mark the dependent category’s head or nextaRle, a verb
agreeing with the subject is scored as an instance of headamarkhe approach of Nichols
(1986), but on our approach, where the predicate is a dependent of the suteald ibe
characterized as morphological marking of the head of the depét@pendent head-marking’;
see Zwart 2006a for more discussion).

As illustrated extensively in Nichols (1986) and seconded by the ohises/an Baker
(1996), polysynthetic languages show an overwhelming preference for laekihgnin this
sense. If reflexivity is a particular instantiation of therexgeneral subject-predicate dependency,
we in fact predict that polysynthetic languages will marlesedlity on the head of the predicate,
the verb.

This approach to Baker's Generalization differs from Baker's awtheé predictions it
makes. If NP-anaphors in polysynthetic languages yield a \aaolafiPrinciple B, and Principle
B holds, we expect not a single polysynthetic language to featapharic objects. On the other
hand, if Baker's Generalization is explained as the effect @hdency for polysynthetic
languages to mark dependency on the head of the dependent categlorpopredict the total
absence of NP-anaphors in polysynthetic languages (although we do predict them to be rare

Baker himself discusses the case of Cukchee, polysynthetic aagtodBaker’s criteria,
which features a reflexive noutnit ‘self’ (Baker 1996:51f). However, as Baker shows, the
distribution ofdnit is as expected on Baker’'s assumptions, as it cannot applearadsolutive
object. It can appear on its own as a benefactive adjunct-like noun Bdageor as the
possessor in a body part object noun phrase (24b):

(24) a. dtleg-e cenet-eb qorage  tem-nen (Chukchee)
fathereERGself-DAT reindeer slaughtersg.su/3sG.oB
‘The father slaughtered a reindeer for himself.” (Nedjalkov 1997:196, 201)

b. dtleg-e ¢init-kin uwik  wirine-rke-nin
fathererG selfross body defendPRES3SG.SU/3SG.OB
‘The father defends himself.” (Nedjalkov 1997:190, 201)

On Baker’s analysis, the structure of (22) applies to both cotistnadn (24), but the objepto
is never coindexed witkinit: in (24a) coindexing does not take place because the benefactive
noun phrase is not a regular object, and in (24b) coindexing takes jlatieerentire body part
noun phraseinitkin uwik ‘self’'s body’. From our perspective, these facts are interesgting
suggesting that the typical polysynthetic pattern of markirigxiefty on the verb is no more
than a strong tendency.

More striking still is the case of San Miguel Chimalapa Zadgoeénson 2000), which does
seem to feature a regular anaphoric noun phreise



(25) muk-we Toy-golpya-®k-we  7ay-win (San Miguel Chimalapa Zoque)
fall-compL  3ERG-hit-do-COMPL  3ERG-REFL
‘He falls and he hurts himself.” (Johnson 2000:107)

The ergative prefix is the regular possessive marker 2é@)], making the San Miguel
Chimalapa Zoque reflexive marker look much like the common colloquitdtDreflexive
marker in (26b).

(26) a. 7oy maete (San Miguel Chimalapa Zoque)
3ERG machete
‘his machete’ (Johnson 2000:264)

b. Jan kent zn eigen (Colloquial Dutch)
John knows his own
‘John knows himself.’

Importantly, whereas Dutain eigenmay be analyzed like the Chukchee body part noun phrase,
with an anaphoric possessor not necessarily coindexed with the nose phra whole, this
analysis does not seem to be available in the San Miguel Chanatamue example, where the
possessive element is a bound morpheme.

The relevance of the San Miguel Chimalapa Zoque data iseheddcided by the question
of whether the language counts as polysynthetic. Recall that pdigsgrianguages on Baker’'s
definition display full (subject and object) agreement and robust noun incorporation.

As for agreement, Johnson (2000:122) notes that “transitive verbsasgked to agree with
both subject and object, and intransitive verbs are marked to aignetevsubject”. She also
notes that “the agreement markers are clitics, in that thiydpenorphologically to the
preceding word” (Johnson 2000:96). In addition, both subjects and algadis crossreferenced
by a plural marker suffixed to the verb (Johnson 2000:129). Thesedgare illustrated in (27).

(27) tey  miS-yak-kS-7oy-tam-we-7am (San Miguel Chimalapa Zoque)
now 2>1€AuUs-eatANTIP-1/2PL-COMPL-NOW
‘Now you fed us.’

As for noun incorporation, Baker (1996:19) considers noun incorporation ‘robastitiis
reasonably productive, b) the noun root is fully integrated with themerphologically, c) the
noun is referentially active in the discourse, and d) both the nourandothe verb can in
principle be used independently. Johnson (2000:268) describes noun incorporatibiglaly
productive process” in San Miguel Chimalapa Zoque. Criterion b) esvaet for head-final
languages like Turkish where confusion may caused by caselessldetéess noun phrases
preceding the verb; in San Miguel Chimalapa Zoque, transitive clautesvert objects are
predominantly SVO (Johnson 2000:384; cf. (28a)), and the incorporated nouns grecestb t
stem, eliminating potential confusion (cf. 28b).

(28) a. 7ey-kas-we bi hon (San Miguel Chimalapa Zoque)
3ERG-eatCcOMPL DEF bird
‘He ate the bird.” (Johnson 2000:383)



b. do-Sak-wis-tam-we
1aBs-bean-uproot-1/2-compL
‘We were uprooting bean plants.’ (Johnson 2000:268)

Criterion c) is often difficult to decide on the basis of thferimation available (Baker 1996:36
note 13), and the point is not explicitly addressed by Johnson (2000). She do#santte
incorporated noun must be non-specific. This criterion is included byrBakee able to
eliminate potential cases of noun incorporation which in fact wevobmpounding. That the
incorporation in San Miguel Chimalapa Zoque is different from compounding\Jews clear
from the examples given by Johnson where the non-specific incorporated assagiated with
a stranded modifier or relativized adjective/clause:

(29) a. o-yote?-kom-we fon-manak?ayti?  (San Miguel Chimalapa Zoque)
1ABs-clothes-mendtomMPL  1ERG-child-POSS3
‘I mended my children’s clothes.” (Johnson 2000:274)

b. o tok-cok-pa kom#-V 7k
3aBs house-danNcOMPL  big-REL
‘He builds big houses.’ (Johnson 2000:272)

Criterium d) is included to eliminate languages where noun incorporéia property of
particular verbs. The situation in San Miguel Chimalapa Zoque isaupadifferent, in that
noun incorporation is a function of the specificity of the noun phrase, rtibé ofature of the
verb.

In all, it would appear that San Miguel Chimalapa Zoque features noarporation of the
sort that allows us to qualify the language as polysynthdtiefact that San Miguel Chimalapa
Zogue employs noun phrase anaphors then confirms that Baker's Getienalis at best a very
strong tendency. This is predicted if the absence of noun phrase aneppotgsynthetic
languages reflects a tendency of polysynthetic languages kadey@endency on the head of the
dependent category, but not if noun phrase anaphors in polysynthetic lsguade incur a
violation of Principle B of the Binding Theory.

5. Aspects of a theory of binding
5.1 Binding theory remains

In this section | would like to examine some consequences of the apgmainding and
reflexivity discussed in section 2.

The core of the proposal is that pronouns are merged as underspecifiediest@otated
asPRON which may acquire features in the course of the derivation, lea@ngarticular spell-
out. In English, @RON contained within a reflexive predicate is the designated elefoent
expressing the reflexivity in its morphology, yielding a realizatiohiaself

But nothing said so far limits the distribution of elements hikaselfto the context of
reflexive predicates. And in fact, other contexts exist, as illustnatg®) and, | believe, (31).

(30) John himself presented the award

(31) John believes that [pictures of himself] will be on sale



Example (30) illustrates that in Englighimselfis also the morphological realization of an
emphatic obje@RON On our approach, the principles of the Binding Theory need not be bended
So as to account for cases like (30). While this is trivial 30),(1 believe the reasoning also
applies to (31), regarding which a failure to appreciate itsistaas led to considerable
complications of the classical Binding Theory (e.g. Chomsky 1986). Inwthds, even though
himselfis the English realization @RoNcontained in a reflexive predicate, it is not encumbent
on the binding theory to account for the (full) distributiornwhself

Another consequence is that cases like (32) need no longer bess@erations of the
principles of the Binding Theory (cf. Evans 1980):

(32) a. Of course you hate me. Everybody hates me. | hate me.
b. Look, if everybody hates John, then surely John must hate John as well.

The relevant constructiodshate meandJohn must hate Johare simply not (intended or
presented as) reflexive. These constructions are important flasiiigrthe discourse conditions
under which two identical real world entities are treated éisdisoncepts. But given that these
conditions are understood, since the items in question are netitesadentical, there is no self-
orientation and theroNin (32a) must be realized in its default forme(instead oimysely.
Likewise there is no offense of any kind in (32b) (cf. Demirdache 1997:74f for some pertinent
discussion).

Principle C of the Binding Theory can be dispensed with altogetRegxpressions refer to
unique concepts, so that they can never serve to spelRotss. Thus, (33) is not interpreted as
reflexive sincelJohnis not a possible morphological realizatiorrabN

(33) He likes John

Only when (33) is not interpreted as self-oriented can we getepietation whereeandJohn
represent the same real-world entity (e.g. in a context like) X32bis is not a suspension of
Principle C, but just the absence of reflexivity.

These kinds of facts are important for bringing home the pointlieee is no need for a
checking or licensing procedure applying to the various types of (pro)nominals alostirece
of such procedures, there appears to be no need for indicesnfdils that binding reduces to
the more general notion of c-command, which reduces to sisterhepstéin (1999) is correct.
We take sisterhood to be the configuration that can give rise to seifatiom, and combined
with the language particular rules feRON realization, that is all there is to ‘binding’. We
essentially end up with a binding theory without binding.

Where does that leave locality? Two cases need to be considesggrBnouns need to be
locally free (cf. (2)), but can be interpreted as bound in nonlocal contexts:

(34) Every student thinks he is a genius

Here we may assume that a finite clause is a domainsawbgh the relevant type of
dependency cannot be morphologically expressed (possibly to be understmmokaation with
the phase theory of locality of Chomsky 2001). Even thohigiks he is a genius ‘about’every
student and in that sense self-oriented, the embedded suiiectwill receive the default
realization. | hypothesize that this has to do with constraints brimgahe [dependent] feature
on terms of the dependent. The relevant structure of (34) is (35), RipheSenting a threshold
below which features of the predicate cannot be morphologically expressed:



(35) [[everystudent]  kepicate thinks [, heis a genius ]]]

It follows that (34) is ambiguous between a bound and a free reading (whetedéets hold
a belief about a third party). The bound reading is not prevented bécaugentified subject
evokes a range of statements of the sfpeent x thinks he is a genjugherehe can be taken
to accidentally corefer witetudent x

Second, anaphors need to be locally bound (when they are not ‘long-distance anaphors’):
(36) a. * John thinks Mary likes himself
b. * John thinks heself/himself is a genius

This too follows if the relevant dependency cannot be realized omaofethe dependent
element which is inside a CP. In these situatiergN receives the default realization of a
pronoun ke/him).

Transparent clauses are expected to behave differently. Thizecseen in English ECM-
constructions:

(37) a. John/every student believes [ himself to be a genius |
b. John/every student believes [ him to be a genius ]

The bracketed constituent is a nonfinite clause of a type which isrkiwoyeld transparency
in Germanic languages (e.g. A-movement in Continental West-Gernélare the feature
[dependent] may be realized via the embedded suRectand spell-out as an anaphor results.
Default realization as a pronoun then indicates that no reflexwasyintended, accounting for
the interpretation of (37b).

Locality conditions, then, are conditions on feature realization. A rmongrehensive
discussion of the conditions on feature realization must await anoticasion. A viable
hypothesis appears to be that languages differ as to whetheedhieg features on the head of
the dependent category or not. In this domain we expect languageg @nehit is this instance
of parametric variation which I believe is relevant to BakBeseralization, as discussed above.
Whether locality conditions on the expression of dependency are sirpdeametrized is a
qguestion in need of further study.

5.2 Self-orientation

A crucial question not addressed so far is: what makes a pregifiaiéve? On our approach,
a predicate is not reflexive by virtue of its containing kexéfe-marked element (as in Reinhart
& Reuland 1993), but the other way around: reflexivity of the predia#ten) requires
morphological realization of the feature [bound].

| would like to suggest that the feature [bound] (reflexivity) is an gimgproperty of the
derivation, a function of the operation merge which we assumed gielsymmetric sister pair
automatically. Dependency is a linguistic interpretation of asstryn and the feature
[dependent] is likewise a property acquired by a constituentiascadn of merge. The feature
[dependent] therefore systematically violates Chomsky’s inclustgeocendition (Chomsky
1995:228). Likewise, [bound], a specific interpretation of [dependent]eetare that emerges
in the course of the derivation, instead of being imported by a member of theatiame&An
alternative respecting the inclusiveness condition would involve mefrgdunctional element
R[eflexive] triggering reflexive marking on a head or non-heatsdister, but | see no need to
pursue that possibility here.)



What does it mean for a construction to be reflexive? In genmefldxive constructions
appear to involve a subject which is immediately affectedhieyaction expressed by the
predicate. Let us take that to be the core case of reflexivity, i.e. thproperty of the feature
[bound]. Suppose the feature [bound] is assigned to the predicate upon ofi¢hgesubject.
Then, arguably, the feature will remain vacuous unless the pretdasmtome property which
makes reflexive interpretation possible. In the core cases, tiueny entails that the predicate
a) is detransitivized (via verbal morphology or reflexivealation), allowing an interpretation
where the agent = the patient, b) contains a variable elerret (@ body part noun phrase, a
copy, etc.), or ¢) contains some other device signaling subjediabioer(an adverb, a secondary
predicate, a focus marker, etc.). These properties of the peedieat in fact prime the
interpretation of the feature [dependent] as [bound], so that waohaged to stipulate that the
feature [bound] is assigned optionally.

Additional cases of reflexivity involve a subject indirectly afézl by the predicate, for
instance where the agent is a beneficiary or is in somew#yanvolved. This is a characteristic
of those reflexive constructions where the agent is not tienpaduch as Spanish (38) and the
examples given earlier as involving nonthematic reflexives (cf. (14)).

(38) Juan se construyé6 una casa (Spanish)
John REFL built a house
‘John built himself a house.’

Clearly, self-orientation can take on many guises, going bepermbtnmon identification of the
patient/theme with the agent. Languages which mark self-oriemiani the object have limited
ways of expressing self-orientation morphologically when the p&hente is different from
the agent. Languages marking self-orientation on the verb, howevexmass a wider range
of self-oriented events, not excluding transitivity, as in (14b), repeated here as (39).

(39) Jon-as asi-vedt vaik-a i mokykl-g (Lithuanian)
JonasNOM  PERFREFL-brought  childAcc to schoolacc
‘Jonas brought the child with him to school.” (Geniu&i@887:135)

As GeniuSiea states, the reflexive marker on the verb implies that the actperfrermed for
the agent’s own sake. The Ancient Greek mediopassive, illustraté@hj (s arguably in the
same class of self-oriented constructions where the subjedinsctly affected by the action
expressed in the predicate.

(40) a. lue (Ancient Greek)
untie-THV:1SG.ACT
‘| untie.’
b. lu-o-mai

untieTHvV-1SG.MED
‘| untie for myself.’

Likewise, the German middle construction (41), featuring a non-aguraflexivesich, may
be analyzed as involving a subject-oriented predicate, leading itaterpretation that the object
of reading is the book, without having to assumedhatBuchs actually raised:

(41) Das Buch lies-t sich gut (German)



the book read-8c REFL well
‘The book reads well.’

On this view, the German middle construction is an unergative cotistrycf. Ackema &
Schoorlemmer 1995) with a causative interpretation ‘This book nthkegading good’ (see
Condoravdi 1989 for the idea that the adverb predicates over the event, antiGB&dor more
discussion of this approach to middle constructions).

Finally, we may ask the question whether self-orientatide#ieity is restricted to subject-
predicate pairs or not. If reflexivity is a subcase of a meneal dependency which ensues each
time two elements are merged, we may expect to find dvaif the place. While the system
contemplated here is not designed to exclude this, we may asgurtteeacondition to hold,
namely that the feature [dependent] can only be interpreted as [bbilneddependent category
meets certain requirements. Presumably, these requirements waeitd hreake reference to the
potential for the dependent category to be interpreted as referangevent or a state of affairs.
In other words, the dependent category must be of the type that can meanbegtdinbined
with a subject (in a broad sense). This now includes cases of douldecalnstructions, where
the direct object is bound by the indirect object, if Kayne (1884prrect in identifying the
indirect object as the subject of a small clause. It aldades cases like Dutch (42a), where the
anaphor is bound by an implicit subject, and correctly excludes (42b) wimahatiy differs
from (42a) in not involving an implicit subject (cf. Zwart 1989):

(42) a. een bewonderaar van  zichzelf (Dutch)
a admirer of  REFL
‘a person who admires himself’

b. * een fiets van zichzelf
a bike of REFL

While the precise identification of the type of categories¢hatmeaningfully carry a feature
[bound] awaits further study, | see at this point no reason to teés&iassignment of the feature
[bound] to the particular context of subject-predicate pairs.

6. Conclusion

In this article | have argued that Baker’'s Generalizationngtthat polysynthetic languages lack
noun phrase anaphors, reflects a preference of polysynthetic lantuagesess dependency
on the head of the dependent category. | argued that in refletgéuactions, reflexivity is a
special interpretation of a general dependency relation holding etiweesubject and the
predicate. The head of the predicate being the verb, we expect pogtgylanguages to express
reflexivity on the verb. This ties in with the more general obsenvahat polysynthetic
languages are head-marking languages.

The proposal is cast within a theory of binding and reflexivity whrcleially assumes that
binding is a sisterhood dependency, and that anaphors in languages lilsh Bng not
themselves participants in a binding relation. Instead, anaphorsoaskead terms of the
predicate which languages like English employ to mark the dependetiey pfedicate. This
approach assumes that all pronouns enter the derivation in anpeuifged stateRoON) and
receive a morphological realization (as part of the spglprocedure) based on features acquired
in the course of the derivation.



The proposal explains Baker's Generalization not as a law, but as stregry tendency. |
have argued that at least one counter-example to the tendertmy framd in the case of San
Miguel Chimalapa Zoque.

Finally, I have discussed some further aspects of the derivippaoach to binding
contemplated here. The most important of those seems to me that the theory ofdhiadidg
no longer be concerned with the conditions under which anaphors, pronounsxpré$giens
can be felicitously used. Anaphors and pronouns are just morphologiczatieals ofPRONIN
tbound predicates, R-expressions are not. This approach allovgersetralize over a range of
binding related phenomena not involving pronouns, taking these to be alterealizations of
the same feature [bound] carried by the predicate.
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