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Abstract
One method for evaluating a wide-coverage parser in-
volves measuring how accurately it identifies depen-
dency relations. The construction of a grammar which
outputs dependency relations requires a lexicon with de-
tailed information on subcategorization and dependency.
We discuss how such a lexicon can be constructed au-
tomatically for a wide-coverage lexicalist grammar for
Dutch by extracting the relevant information from exist-
ing lexical resources. We compare the coverage of the
two sources relative to each other, and the coverage of
the resulting lexicon with respect to a dependency tree-
bank.

1 Introduction
It has been observed that accurate, wide-coverage, pars-
ing of unrestricted text requires a lexical component with
detailed subcategorization frames. A lexicon that is in-
complete in this respect can seriously degrade parser per-
formance. Carroll and Briscoe (1996) observe, for in-
stance, that for their initial system the largest source of
error on unseen input is the omission of appropriate sub-
categorization values for lexical items (mostly verbs).

Carroll et al. (1998) propose an evaluation method
for parsers and grammars based on dependency rela-
tions. Such an evaluation scheme has advantages over
tree-based methods, especially for languages with a rel-
atively free word order. However, for some dependency
relations it implies that lexical subcategorization frames
must be enriched with the relevant information explicitly
(i.e. in order to distinguish between direct and indirect
objects, etc.). We refer to such enriched subcategoriza-
tion frames as dependency frames.

Lexical databases providing subcategorization infor-
mation are rare and therefore researchers have focussed
on the question of how to obtain such information auto-
matically, from raw or annoted text. For Dutch, the tools
or corpora to do automatic acquisition are not available.
On the other hand, at least two lexical resources provide
dependency frames. In this paper, we address the ques-
tion to what extent using these lexical resources can lead
to an adequate lexical component for a wide-coverage
computational grammar.

Below, we introduce dependency relations as a means

for syntactic annotation of corpora and evaluation and we
discuss dependency and subcategorization in the Alpino
grammar for Dutch. Next, we explain to what extent de-
tailed dependency frames can be extracted from two lexi-
cal resources (CGN/Celex and Parole), how the extracted
information is incorporated in the Alpino lexicon, and we
provide an indication of the coverage of the resulting lex-
icon.

2 Dependency Relations
Dependency relations are generally seen as triples con-
sisting of a head word, a relation label, and the head word
of the dependent. For instance, for the example in (1) we
might define the dependency relations in (2).

(1) chevrolet announced a new model for 1975

(2)
�
announced, su, chevrolet ��
announced, obj1, model ��
announced, pc, for ��
model, mod, new ��
model, det, a ��
for, obj1, 1975 �

Dependency relations of this type can be extracted
from a syntactic analysis tree by identifying for each con-
stituent what its (lexical) head is, and what the relations
are between (the constituent containing) the lexical head
and its sisters. In figure 1, a phrase structure tree for (1)
is given, where head daughters are marked, and depen-
dency relations are added to the non-head nodes.

A number of researchers have stressed the importance
of dependency relations for evaluation and training of
wide-coverage grammars. Carroll et al. (1998) argue
that evaluation in terms of dependency relations avoids
some of the drawbacks of tree-based evaluation methods
(such as counting the number of inconsistent (crossing)
brackets in parser output and annotation). Furthermore,
dependency relations are relatively easy to obtain from
the output of a wide range of grammars.

Accuracy of statistical parsers can be improved by lex-
icalization, i.e. by making parse-decisions sensitive to
the lexical head of a phrase (Magerman, 1994; Collins,
1999). In addition, Collins (1999) shows that accu-
racy can be improved by taking into account depen-
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Figure 1: Phrase structure tree enriched with dependency
relations.

dency relations between lexical heads. To obtain de-
pendency relations from the Penn Treebank, which pro-
vides labelled constituents only, Collins used an auto-
matic method where relation names are triples consisting
of the category of the dependent, head word, and dom-
inating node, respectively. Collecting statistics on the
co-occurence of lexical heads in certain syntactic config-
urations obviously requires large amounts of parsed or
annotated data. One might try to reduce this sparse data
problem by abstracting from the actual noun and verb
stems to (semantic) classes of nouns and verbs.

Recently, treebanks (such as the German Negra cor-
pus (Skut et al., 1997) and the Prague Dependency Tree-
bank (Hajicova et al., 1998)) have been constructed in
which dependency relations are marked explicitly, thus
allowing the same dependency relation to appear in dif-
ferent syntactic configurations, as well as allowing the
same syntactic configuration to be labelled with different
dependency relations. Skut et al. (1997) argue that for
languages with a relatively free word order, dependency
trees are a more natural and valuable form of annotation
than phrase structure (alone).

For Dutch, there are currently no corpora avail-
able providing phrase structure or dependency relations.
However, within the project Corpus Gesproken Neder-
lands (Corpus Spoken Dutch) (Oostdijk, 2000), guide-
lines have been developed for syntactic annotation, using
dependency trees similar to those used for the German
Negra corpus. Figure 1 illustrates the proposed annota-
tion format.

3 Alpino

The Alpino Grammar is a wide-coverage, lexicalist,
grammar for Dutch.1 The grammar formalism is based
on a fragment developed previously for use in a spo-
ken dialogue system (van Noord et al., 1999) and sup-
ports the implementation of feature-based and constraint-
based grammars. The formalism is carefully designed to
allow linguistically sophisticated analyses as well as ef-
ficient and robust processing.

1Alpino is being developed as part of the project Algorithms for
Linguistic Processing, www.let.rug.nl/˜vannoord/alp
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Figure 2: Schematic lexical entry for transitive verbs tal-
ing a direct object (OBJ1), and for transitive verbs taking
an indirect object (OBJ2).

The grammar design is inspired by Head-driven
Phrase Structure Grammar (Pollard and Sag, 1994). The
grammar currently contains over 100 rules, defined in
terms of a few general rule schemata, and covering the
basic constructions of Dutch (including main and sub-
ordinate clauses, (indirect) questions, imperatives, rela-
tive clauses, a wide range of verbal and nominal com-
plementation and modification patterns, and coordina-
tion). The lexicon contains definitions for various nomi-
nal types (nouns with various complementation patterns,
proper names, pronouns, temporal nouns, deverbalized
nouns), complementizer types, determiner types, adverb
types, adjectives, and 36 verbal subcategorization types.

The formalism supports the use of recursive con-
straints over feature-structures (using delayed evaluation,
van Noord and Bouma (1994)). This allowed us to incor-
porate an analysis of cross-serial dependencies based on
argument-inheritance (Bouma and van Noord, 1997) and
a trace-less account of extraction similar to that in Bouma
et al. (2001).

4 Subcategorization and Dependency
HPSG does not represent dependency relations explic-
itly. As we want to use dependency trees for evalua-
tion and annotation of corpora, a new level of represen-
tation has been added to the grammar. The attribute DT



dominates a dependency tree, with attributes for the lex-
ical head and the various dependency relations. The val-
ues of these relations are dependency trees or leaf nodes
consisting of a POS-tag and word only. The construc-
tion of dependency trees is driven by the lexicon. For
each subcategorization type recognized in the lexical hi-
erarchy, a mapping between elements on the list-valued
feature which specifies basic subcategorization proper-
ties (DEPS) and attributes of DT is defined. Examples are
given in figure 2. In rule schemata where a head com-
bines with an element it subcategorizes for, the DT at-
tribute can simply be shared between head daughter and
mother. As there is an strong correlation between the
categorial properties and the position of an element on
DEPS and its dependency label, a unique mapping can be
defined for almost all subcategorization types. For verbal
subcategorization frames, for instance, the first element
on DEPS is always is linked to the SU dependency re-
lation, an accusative NP is always linked to OBJ1, and
a verbal or clausal complement is always linked to VC

(verbal complement). An exception is formed by PP-
arguments, which can be linked to PC (prepositional
complement) or LD (locative or directional complement),
where the distinction between these two is primarily se-
mantic in nature.

5 Acquisition of Dependency Frames
For lexicalist grammar formalisms, the availability of
lexical resources which specify subcategorization frames
is crucial. In HPSG, for instance, phrase structure
schemata rely on the fact that each head contains a spec-
ification of the elements it subcategorizes for. If such
specifications are missing, the grammar will wildly over-
generate.

Furthermore, to create lexical entries with dependency
relations, the subcategorization information provided by
the lexical database must be relatively detailed. For
instance, to distinguish between a direct and indirect
object, either a distinction between accusative and da-
tive case must be made (for which there is no morpho-
logical evidence in Dutch), or the relevant dependency
label must be provided explicitly. To distinguish be-
tween PP-complements with the prepositional or loca-
tive/directional complement relation, detailed semantic
information or an explicit dependency label must be pro-
vided.

Lexica with subcategorization information are often
not available or have very limited coverage, and therefore
researchers have attempted to extract the relevant infor-
mation from unannotated corpora automatically (Brent,
1993; Carroll and Rooth, 1998; Briscoe and Carroll,
1998). While this has the potential advantage of giving
frequency information for subcategorization, it also has
the drawback that considerable energy has to be spent on
creating a (shallow) parser able to recognize with suffi-
cient accuracy the relevant syntactic configurations. Ac-
quisition of subcategorization information from a syntac-

11800 Total number of verbal stems
21800 Total number of dependency frames

650 Dependency frame types
300 Unique dependency frame types

6574 [SU:NP][OBJ1:NP]
4188 [SU:NP]
1161 [SU:NP][LD:PP

�
pform � ]

1021 [SU:NP][PC:PP
�
pform � ]

826 [SU:NP][OBJ1:NP][LD:PP
�
pform � ]

549 [SU:NP][OBJ1:NP][PC:PP
�
pform � ]

408 [SUP:
�
het � ][OBJ1:NP][SU:SDAT]

341 [SU:NP][OBJ1:SDAT]
275 [SU:NP][OBJ2:NP][OBJ1:NP]
274 [SU:NP][SE:NP]

Table 1: Key figures and the 10 most frequent depen-
dency frame types for the CGN/Celex lexical database.
(Pform is a placeholder for various preposition forms.
SUP and SE are the relation names for expletive subjects
and inherently reflexive arguments, respectively. SDAT
is the category for subordinate clauses introduced by the
complementizer dat).

tically annotated corpus is much more straightforward,
leading mainly to questions whether a dependent is to be
counted as a selected argument or an adjunct (Collins,
1999; Sarkar and Zeman, 2000), but obtaining reason-
able coverage requires large corpora.

6 Using Existing Resources
Currently the resources required to do automatic extrac-
tion of dependency frames for Dutch are not available.
However, two lexical resources exist which provide de-
pendency frames. These have been used to create a lexi-
con for the Alpino Grammar with detailed subcategoriza-
tion and dependency information for verbs and nouns.
Below, we describe the verbal entries in both resources.

Celex (Baayen et al., 1993) is a large lexical database
for Dutch, with rich phonological and morphological in-
formation. For use within the project Corpus Spoken
Dutch (CGN), this database has been extended with de-
pendency frames (Groot, 2000). Some key figures are
given in table 1. Note that there is considerable variation
in the distribution of dependency frames. A large num-
ber of frames is associated with only a few verbs, with
300 dependency frame types being associated with only
a single verb.

The Dutch Parole lexicon2 has been created as part of a
project aiming at the development of uniform lexical and
corpus resources for a number of European languages.
The Parole lexicon comes with detailed subcategoriza-
tion information, but dependency relations differ from
those in the CGN proposal. Key figures are given in ta-
ble 2.

While the mapping from Parole dependency frames

2http://www.inl.nl/corp/parole.htm



3200 Total number of verbal stems
5000 Total number of dependency frames
320 Dependency frame types
190 Unique dependency frame types

1566 [SU:NP][OBJ1:NP]
474 [SU:NP][PC:PP

�
pform � ]

378 [SU:NP][ADV:PP
�
pform � ]

208 [SU:NP][OBJ1:NP][OPT:PC:PP
�
pform � ]

205 [SU:NP]
204 [SU:NP][ADV:ADV]
204 [SU:NP][OBJ1:NP][OPT:ADV:PP

�
pform � ]

163 [SU:NP][OBJ1:NP][PC:PP
�
pform � ]

107 [SU:NP][SE:NP][PC:PP
�
pform � ]

101 [SU:NP][VC:S
�
subordinate,dat � ]

Table 2: Key figures and the 10 most frequent depen-
dency frame types for the Parole lexical database. Nota-
tion has been made conformant with the CGN/Celex no-
tation where possible. Optional complements are marked
OPT.

into the CGN dependency frames is mostly straightfor-
ward, there are also a number of problematic cases. The
ADV dependency relation in Parole, for instance, has
no obvious corresponding dependency relation in CGN,
although manual inspection leads us to suspect that in
many cases it corresponds to the LD (locative/directional
complement) relation. Currently, verbs with dependency
frames containing the ADV relation are not extracted.
Another notable difference between the two sources is
the relatively small number of intransitive verbs in Pa-
role. This is partly related to the ADV dependency re-
lation in Parole. Adverbial elements are often optional
and subject to wide variation (i.e. adverbial PPs are not
restricted to a small set of pforms, and adverbial de-
pendents can often be both adverbs and PPs. However,
even if these elements are counted as true modifiers (and
thus not as part of the subcategorized-for dependents of
the verb), the number of intransitives remains relatively
small.

7 The Alpino Lexicon
Dependency frames for the verbal lexicon of the Alpino
Grammar have been constructed using the dependency
information provided by CGN/Celex, Parole, and by en-
tering definitions by hand. The latter has been done
mostly for auxiliary and modal verbs, a small class of
high-frequent elements which are exceptional in a num-
ber of ways. The CGN/Celex dictionary is exceptionally
large. As the Celex database comes with frequency in-
formation, we currently only include those lexical items
whose frequency is above a certain threshold. For verbal
stems, this means that roughly 50% of the stems in Celex
is included in the Alpino lexicon. All verbal stems from
the Parole lexicon with a dependency frame covered by
the grammar are included.

Extraction of verbs with a specific dependency frame
from Celex and Parole requires that a particular frame
in the database is identified and given a definition in the
Alpino Grammar. Currently, for 28 different CGN/Celex
dependency frames a definition in the grammar has been
provided. This covers over 80% of the verbal depen-
dency frames in the CGN/Celex database, 10,400 of
which are sufficiently frequent to be included in the
Alpino lexicon. For 15 different dependency frames in
the Parole lexicon a definition in Alpino is present. Us-
ing these, we extract over 4,100 dependency frames.

As CGN/Celex is the larger database, one might sus-
pect that this database is more exhaustive than Pa-
role. However, the union of the frames extracted from
CGN/Celex and Parole contains 11,700 frames, which
means that Parole contributes 13% of the frames in
the Alpino lexicon. An overview of overlap and non-
overlap for the most frequent frames extractable from
both sources is given in table 3.

For transitive and intransitive verbs, we see that over
85% of the stems in Parole are present in CGN/Celex as
well. For most other dependency frames, however, the
overlap is generally much smaller, and a significant por-
tion of the stems present in Parole is not present in Celex.
This suggests that, for more specific subcategorization
frames, both resources are only partially complete, and
that not even the union of both provides exhaustive cov-
erage.

As we are currently only using the most frequent
50% of the CGN/Celex database in the Alpino lexicon,
we also compared Parole with the complete CGN/Celex
database. Here we found that the absolute number of de-
pendency frames goes up dramatically only for transitive
and intransitive verbs, and that practically all intransi-
tive and transitive Parole stems are included in the full
CGN/Celex database. For the other dependency types,
however, the figures are comparable to those given in ta-
ble 3. The relatively high number of transitive and in-
transitive verbal stems in Parole also present in Celex is
therefore probably due to the fact that in Celex these are
assigned as a default to most verbal stems. This also ex-
plains why the low frequency verbs consist almost exclu-
sively of stems with transitive or intransitive dependency
frames.

A more direct method to establish coverage of the
lexicon is to see to what extent the dependency frames
present in a treebank are covered by the lexicon. For a
small dependency treebank, annotated according to the
format presented in section 2, we extracted all verbal
heads, together with their non-modifier dependents. Sets
of dependents were identified with specific dependency
frames. For instance, if a verb occurred with an NP
subject and a PP with the PC dependency relation and
prep as head, it is assumed that this verb must be asso-
ciated with the � SU:NP][PC:PP �

prep � ] dependency
frame. Coverage can now be tested by counting how of-
ten a dependency frame in the treebank also occurs in



Dependency Frame Overlap Celex only Parole only Total� SU:NP][OBJ1:NP] 1810 1211 240 3261� SU:NP] 257 1697 42 1996� SU:NP][PC:PP
�
pform � ] 337 541 273 1151� SU:NP][OBJ1:NP][PC:PP

�
pform � ] 129 375 308 812� SU:NP][VC:S

�
subordinate � ] 103 136 103 342� SUP:NP

�
het � ][OBJ1:NP][SU:CP] 7 247 5 259� SU:NP][OBJ2:NP][OBJ1:NP] 65 171 28 264� SU:NP][SE:NP][PC:PP

�
pform � ] 65 62 102 229� SU:NP][SE:NP] 49 137 65 251� SU:NP][VC:VP] 10 16 37 63

Table 3: Dependency Frames and the number of stems occurring with this frame in both resources, in CGN/Celex
only, in Parole only, and the total number of stems with this dependency frame in the resulting Alpino Lexicon.

the lexicon. Extraction of dependency frames is mostly
straightforward. Problematic cases are those where one
dependency frame is more general than another. For in-
stance, a verb occurring with a VP-dependent introduced
by the complementizer om might be associated with a de-
pendency frame selecting for an om-VP, but also with a
more general dependency frame selecting for a VP (with
or without complementizer). In such cases, we check
whether at least one of the potential frames occurs in the
lexicon.

We applied the evaluation method described above to a
treebank, constructed for grammar evaluation purposes,
consisting of 424 short sentences (up to 10 words) se-
lected from the Eindhoven-corpus (Uit den Boogaart,
1975), with a total of just over 2,200 words. The test-
set contained 473 verbal heads, 417 of which (88%) oc-
curred in a dependency configuration which was also
present in the lexicon. Although one obviously would
like to obtain figures from a larger test-set, we believe
that this is an encouraging result. Carroll and Briscoe
(1996), for instance, report that in a small test set 12% of
sentences failed to parse due to missing subcategoriza-
tion information in their ANLT lexicon (which is compa-
rable in size to our lexicon, and contains subcategoriza-
tion information extracted automatically from a learners
dictionary). Coverage seems higher than what can be
achieved by methods based on automatic extraction of
subcategorization frames. Briscoe and Carroll (1997),
for instance, estimate a token recall (i.e. the percentage
of true positives of the learned frames in a corpus) of
81%.

We have extracted dependency frames for nouns, but
have not carried out a systematic evaluation for these
dependency frames. Currently, we are extracting al-
most 2.000 dependency frame tokens for nouns select-
ing prepositional complements, more than 1.000 depen-
dency frame tokens for nouns selecting verbal (infiniti-
val or finite sentential) complements, and over one hun-
dred frames for measure nouns and titles (vice-president
Jansen).

8 Future Work

There are still a number of verbal dependency frames in
the resources which are not included in the Alpino lex-
icon. Adding these is partially just a matter of adding
the relevant definitions to the grammar. For the Parole
database, the most valuable addition would be to find a
method for dealing with dependency frames containing
an ADV dependency relation.

The lexicon currently does not contain information on
the frequency of stem/dependency frame combinations.3

Given a sufficiently accurate parser, we could try to col-
lect such statistics from unannotated text automatically.
The fact that lexical coverage of dependency frames is
relatively high suggests that this may be feasible in the
near future.

Finally, we are considering methods to supplement
the information in the current lexicon with dependency
frames acquired automatically from corpora. The fact
that we currently cover around 88% of the frames found
in an annotated sample of text, suggests that it is worth-
while to look for ways of expanding the dependency
frames in the lexicon.
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