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Abstract
The goal of automatic term extraction often is
not so much the creation of a new list of do-
main specific terms, but rather the (semi-) au-
tomatic extension of a list of known terms. In
this paper, we focus on the use of existing terms
from glossaries, thesaurus, or ontologies to ex-
tract new terms from a domain specific text. Our
new method is used to extract language-specific
terms with the help of multilingual terminolog-
ical resources. Our baseline system combines a
linguistic pattern for extracting candidate noun
phrases with a statistical method (χ2) for rank-
ing candidate phrases according to their associ-
ation strength in a domain-specific corpus. Our
scoring method also takes into account the term-
hood of candidate phrases computed on the basis
of a list of known terms. We show that uninter-
polated average precision of the resulting term
list is improved when tested using human evalu-
ators.
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1 Introduction

Automatic extraction of information from text is very
important for many applications (e.g. information re-
trieval, question answering, and for bootstrapping or
extending ontologies for the semantic web). The goal
of automatic term extraction systems is to identify
candidate terms in (more or less) unstructured text.
Many different methods have been proposed, using lin-
guistic techniques [3, 1], statistical techniques [6, 17],
or a combination of both [14, 21]. Most of the sta-
tistical methods use only frequency of occurrence of
the candidate terms in text as a parameter to mea-
sure the probability of multi-word terms (e.g. using
log-likelihood, mutual information, or C-value).

Previous work by Jacquemin et al. [16] suggests that
the use of an initial term set can improve the accuracy
of term extraction. In a particular domain where the
availability of a list of known terms is rare, we can
try to use available multilingual terms. In a medi-
cal domain, for example, the UMLS (Unified Medical
Language System)1 is a valuable multilingual termi-

1 UMLS http://umlsinfo.nlm.nih.gov

nology resource which can be exploited to improve the
extraction of terms in a specific language (e.g. Dutch).

We have developed a method for ranking candidate
terms, extracted from medical corpora in Dutch, with
the help of the UMLS as an external knowledge source.
The use of multilingual terminology to extract Dutch
medical terms is motivated by the fact that Dutch and
English words often have the same stems, for exam-
ple, leukemische/leukemic → leukemic, cellen/cells →
cell, and bacterie/bacterium → bacteri. In general,
the existing words from other resources are modified
through affixation, compounding, creation of phrasal
terms, conversion (e.g., a verb used as a noun) and
compression (e.g., abbreviation, acronym, etc). The
modification of existing resources is considered the
most productive method in creating new terms [24].

We concentrate on extraction of phrasal terms. Our
method (UT-Score) combines frequency of occurrence
of candidate terms in a corpus (unithood) and informa-
tion on how the candidate terms are formed computed
from existing multilingual terms (termhood).

The method is evaluated through the extraction of
new terms from two Dutch medical corpora (an en-
cyclopedia and a handbook, approximately 1M words
in total). We use the best setting of our experiments
to rank the candidate terms, and improve it with the
help of a subset of multilingual terminologies from the
UMLS as our external knowledge.

Our approach for extracting Dutch medical terms is
summarized in the following steps:

• Select the best statistical association measure
(unithood) that will be used as a baseline system
(section 3).

• Apply the best method to extract language-
specific terms with the help of external knowledge
from multilingual terminology resources (section
4).

2 Previous work

The use of external knowledge to enhance the perfor-
mance of traditional statistical methods of term ex-
traction has been reported in several previous studies.
Maynard & Ananiadou [22] compute the similarity of a
candidate term and the context terms it occurs with,
with terms found in the UMLS Metathesaurus and
Semantic Network. Information Weight is combined
with statistical information obtained using the NC-
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value method [14, 13] and is used to rank candidate
terms.

Mukherjae et al. [23] develop the BioAnnotator sys-
tem which uses three dictionaries (UMLS, LocusLink,
and GeneAlias) to discover biological terms among
noun phrases extracted from shallow-parsed docu-
ments. After removing stop words from the beginning
and end of the phrases, the system searches the dic-
tionaries to find the stripped phrases. It then uses a
rule engine to generate phrases missing from the dic-
tionaries.

The use of the UMLS as a multilingual thesaurus
for multilingual term extraction has been reported by
Déjan et al. [9]. They extract new lexicons from the
UMLS, which is dominated by English language, to
enrich a German thesaurus, by exploiting a bilingual
dictionary and the hierarchical information contained
in the thesaurus.

Valderrabanos et al. [27] also reported the use of
initial term sets to extract multilingual terminologies
in English, Spanish, French and German. They used
as initial terms the keywords in the description of each
document in their corpora. New terms are generated
from the initial terms through a set of derivation rules
(67 different rules for each language). For example,
given an initial term head and neck neoplasms, the
rules will generate a new term neck neoplasms. The
generated terms are then validated by checking their
occurrence in the corpora.

Our method is different from the previously men-
tioned methods, in which a set of multilingual terms
are exploited to measure the termhood of candidate
terms. A small set of rules, similar to stemming rules
in [27], is created to normalize the multilingual terms
and the candidate terms (section 3.4).

3 Term extraction baseline

In this section we discuss the merits of two linguis-
tic filters for identifying candidate terms, using POS-
tags and syntax respectively. Furthermore, we select
a baseline from the eight different statistical measures
for ranking multiword candidate terms based on their
distribution in a corpus. Our baseline system com-
bines a linguistic filter based on a regular expression
over POS-tags with χ2 as the best measure.

3.1 Corpora used

We used two Dutch medical corpora for experiments:
Elseviers medical encyclopedia (379K words), a med-
ical encyclopedia intended for the general audience,2
and the Dutch edition of the Merck Manual (780K
words)3, a general-purpose medical handbook in-
tended for professionals. Both corpora were parsed
syntactically using the Alpino parser [28, 19].

2 The encyclopedia was made available to us by
Spectrum b.v., and can also be found online at
www.kiesbeter.nl/medischeinformatie/

3 www.merckmanual.nl

3.2 Creating a gold standard and a list
of multilingual terms

We create a gold standard to automatically annotate
the results of the statistical measures in section 3.5.
The standard is collected from a list of known Dutch
terms from the medical domain of various sources such
as Gezondheid.nl4, Elsevier’s Medical Encyclopedia,
ICD-9 DE (International Classification of Diseases,
9th revision, Dutch Edition)5, terms in a manually
annotated medical corpus, and the titles of medical
lemmas from Wikipedia (NL)6. In total we compiled
a list of 27,621 unique terms.

To measure the termhood of candidate terms in
section 4.3, we use the UMLS Specialist Lexicon7

which contains 286.998 terms. And to avoid the same-
language bias, we subtract all Dutch terms which are
found in our known terms above from the UMLS.
Thus, we assume that the resulting subset of the
UMLS lexicon (284.706 terms) does not contain any
Dutch terms.

3.3 Extraction of candidate terms

Terms typically consist of a nominal head and one or
more adjectival or PP modifiers. Thus, they can be ex-
tracted by the following regular expression over POS-
tags (proposed by Justeson & Katz [17], adapted by
us for Dutch):

((Adj|N)+|(((Adj|N)*(N Prep)?)(Adj|N)*))N

Using a regular expression over POS-tags is robust,
but it also has a number of potential disadvantages: as
a longest match is applied, terms within terms are not
extracted, some strings will be extracted that are not
part of a single NP, and finally, some linguistic struc-
tures (most importantly, coordination) are not taken
into account. As we have syntactic structures at our
disposal, one might therefore also consider using a syn-
tactic filter. Using the XML-query language XQuery,8
we extracted all NPs from the corpus, with the excep-
tion of temporal NPs and NPs containing a relative
clause or clausal complement. After removal of ini-
tial determiners and adverbial phrases, the terminal
strings of the extracted NPs were returned as candi-
date terms. Table 1 gives some examples of terms
extracted using the POS-tag filter and the syntactic
filter. The term ziekte ‘disease’ is among the most
frequent terms from both extraction filters.

We evaluated the recall of both extraction meth-
ods by computing the overlap between the list of ex-
tracted terms and the list of known terms described
in section 3.2 above. Figure 1 shows the number of
known terms extracted by the POS-tag and syntactic
method, respectively. Note that there is considerable
overlap between the two. As noted above, the POS-
tag filter misses some terms (e.g. Actinomyces israeli)
within terms (e.g. bacterie Actinomyces israeli), and
also fails to extract coordinations (e.g. aandoening

4 www.gezondheid.nl
5 icd9cm.chrisendres.com
6 nl.wikipedia.org/wiki/Gezondheid van A tot Z
7 www.nlm.nih.gov/research/umls/meta4.html
8 www.w3.org/TR/xquery/
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Example POS Syn
ziekte 1008 925
aandoening van de nieren of urinewegen 0 1
belemmering van de beweeglijkheid 1 0
bacterie Actinomyces israeli 1 1
Actinomyces israeli 0 1
afschilfering van de vingertoppen 1 0

Table 1: The number of times a given candidate term
was extracted using the POS-tag and the syntactic fil-
ter.

Fig. 1: The numbers of known terms extracted by the
POS-tag and syntactic filter.

van de nieren of urinewegen ‘disorder of the kidneys
or the urinary systems’). The syntactic filter on the
other hand, suffers from attachment errors (typically
involving coordination and PP-modifiers, e.g. afschil-
fering van de vingertoppen ‘desquamation of the finger
tops’ in a longer string roodheid en afschilfering van de
vingertoppen ‘redness and desquamation of the finger
tops’) and misses subphrases which do not correspond
to a full NP (i.e. phrases consisting of a noun and
one of its modifiers, e.g. belemmering van de beweegli-
jkheid ‘obstruction of the movability’ in a longer string
belemmering van de beweeglijkheid in de vinger voor de
patiënt ‘obstruction of the movability in the finger for
the patient’).

As the POS-tag filter currently has a somewhat
higher recall while extracting less candidate terms, we
decided to work with the candidate terms extracted
by this filter in the rest of the experiments.

3.4 Preposition filtering and suffix
stripping

To reduce noise from the regular expression filter, we
apply a preposition filtering in which candidate terms
containing particular prepositions–e.g. als ‘such as’,
zoals ‘such as’, tegen ‘against’, and naar ‘to’–will be
discarded. Candidate terms with one of these preposi-
tions, for example, middelen als cocäıne ‘drug such as
cocaine’, voedingsadditieven zoals conserveermiddelen
‘food additives such as conservatives’, and bloedstroom
naar hart ‘blood flow to heart’, are usually not terms.

Especially for the equation 5 and 6 (section 4.1) or
step 3 (section 4.2), we apply suffix stripping. The
main goal of this stripping is to get the stem form
of a word in a term, and then to make it possible
that a word form matches with other word forms. For
example, the word genetisch will match with the word

y ȳ
x n11 n12 n1p

x̄ n21 n22 n2p

np1 np2 npp

Table 2: Contingency table of frequency data for a
word pair xy.

genetic, after the suffix -isch is replaced with -ic by
our stripping rules. This process could be considered
as a form of stemming.

The suffix stripping will later help matching words
of multilingual terms in a specific domain. This is
motivated by the fact that some terms in both Dutch
and English use the same stems. For example, the
term chemisch element becomes chemic element by a
stemming rule for Dutch. The same stem will also be
produced from the term chemical element by a stem-
ming rule for English. We make use of these regular-
ities to create a small set of rules for suffix stripping:
13 rules for Dutch, and 6 rules for English.

3.5 Comparing statistical measures

In this section we compare eight commonly-used ap-
proaches (defined in Table 3) to measure the strength
of association of bigram word strings. Formulae in
Table 3 are defined in terms of the contingency table
given in Table 2. In this table, n11 is the frequency of
the bigram xy, n12 is the frequency of x followed by
any word other than y, and n1p is the total frequency
all bigrams with x as the first word. m11 is the ex-
pected value of the bigram xy (m11 = np1n1p

npp
). And

particularly for the C-value, a is the candidate string
(xy), |a| is the length of a, f(a) is the frequency of a in
the corpus, Ta is the set of extracted candidate terms
that contain a, P (Ta) is the number of these candidate
terms, and f(b) is the frequency of a candidate term b
that contains a.

Given a list of candidate term bigrams with their as-
sociated frequency, the statistical measures above will
rank the terms according to their association scores.

3.6 Pseudo-bigrams

Since most of the statistical algorithms were originally
designed to measure the association of two-word collo-
cations (bigrams), and our candidate noun phrases are
of any length, we need to expand the algorithms from
identifying bigrams to identifying n-grams (n >= 2).
One attractive solution – as has been reported in [26]
and [25] – is to think of any n-gram as a pseudo-bigram
XY where X is its left part and Y is its right part.

Given an n-gram:

C = w1w2...wn (1)

which can be generalized into:

C = w1...wiwi+1...wn (2)

we can construct a pseudo-bigram C = XY , where:

X = w1...wi and Y = wi+1...wn (3)
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Method Formula
Frequency

[15]
n11

T-Score
[5]

n11−n1pnp1
npp

n2
11

Log-likelihood
[11, 7]

2(n11log
n11
m11

+ n12log
n12
m12

+
n21log

n21
m21

+ n22log
n22
m22

)

Chi-squared (χ2)
[4]

2(n11−m11
m11

2 + n12−m12
m12

2 +
n21−m21

m21

2 + n22−m22
m22

2)
Dice
[10]

2
n11

np1 + n1p
Pointwise Mu-
tual Information
(PMI)
[12, 5]

log
n11

m11

True Mutual
Information
(TMI)
[20]

n11
npp

log n11
m11

+ n12
npp

log n12
m12

+
n21
npp

log n21
m21

+ n22
npp

log n22
m22

C-value
[14]

8
<
:

log2|a|.f(a) if a is not nested,
log2|a|(f(a)−

1
P (Ta)

P
bεTa

f(b)) otherwise

Table 3: Statistical algorithms used to measure the
association strength of a word pair xy.

For each n-gram, we compute all pseudo-bigrams
and choose which i maximizes its association score. To
illustrate this strategy, take as an example the candi-
date term Body Mass Index which is found three times
in the corpus of total 193,123 candidate terms. This
term can be approximated by two pseudo-bigrams:
Body Mass Index and Body Mass Index. To find the
one that will represent the candidate term, we count
the frequencies of their substrings on the left and the
right parts. After normalizing (uppercasing) the sub-
strings, we get the frequencies as shown in Table 4.

Pseudo-bigram (XY) f(XY ) f(X) f(Y )
BODY MASS INDEX 3 3 5
BODY MASS INDEX 3 3 3

Table 4: Pseudo-bigrams of the candidate term Body
Mass Index and their substring frequencies.

When measured using the χ2 method,
BODY MASS INDEX gets 64.8 score while BODY
MASS INDEX gets 71.5 score. Thus, the last pseudo-
bigram will be selected to represent the candidate
term.

This bigram approximation will be applied to all of
the association measures except for the C-value and
the Frequency method. The last two methods are not
calculated based on the bigram model, but based on
the frequency of occurrences of any n-gram in the cor-
pora.

3.7 Local-rank ordering

It is important to reorder the χ2 output since this
method will give the same value for bigrams with par-
ticular frequencies. For example, the candidate term

vicieuze cirkel ‘vicious circle’ which occurs 10 times
(vicieuze 10 times, cirkel 10 times), and the can-
didate term euthyroid sick syndrome which occurs 2
times (euthyroid 2 times, sick syndrome 2 times),
both will have the same χ2 value. In our experiment,
the first 78 candidate terms in the χ2 output have the
same normalized value of 1. These candidate terms
need to be ordered locally using some criterion.

This case also happens when we evaluate the can-
didate terms using some other methods. To improve
the ranking of candidate terms of the same score, we
use the following heuristic:

• If several candidate terms have the same score,
order them by their frequency of occurrence in
the corpus.

• If a subset of the previous candidate terms has the
same frequency, order them by total frequency of
their words in the known terms.

• If a subset of the previous candidate terms has the
same total frequency, order them alphabetically.

3.8 Selecting the best measure

We evaluate the statistical algorithms against the med-
ical encyclopedia corpus (section 3.1). The POS-
tag filter extracted 86,000 unique candidate terms, of
which 64,000 were multi-word terms. In this paper,
only multi-word terms are taken into account.

We apply various settings of frequency cut-offs, and
compute the association scores of the candidate multi-
word terms in each setting using the NSP package [2].
We take from each produced ranking a set of K (=100)
true terms that match with our gold standard, and
calculate the area under the associated precision-recall
curve using uninterpolated average precision (UAP) as
shown in equation 4 [25]:

UAP =
1
K

∑K

i=1
Pi (4)

where Pi (precision at i) equals i/Hi, and Hi is the
number of hypothesized terms required to find the ith

true term.
For each of the frequency cut-off settings, the UAP

(precision) at every ith true term (recall) is calculated.
The precision-recall curves of the statistical methods
at the frequency cut-off of 8 is provided in Figure 2. In
this figure, the curves of χ2 and Dice are overlapped
on the top, followed by the overlapping curves of the
Log-likelihood and TMI, T-score curve, the overlap-
ping curves of the C-value and Frequency, and the last
curve at the beginning of the recall is the PMI curve.

Performance of these methods at various frequency
cut-offs for K = 500 is shown in Table 5. Note that
at most of the frequency cut-offs, χ2 and Dice outper-
form other methods. These results are consistent with
those reported in [8] and [25], where the information-
theoretic measures (e.g. χ2, Dice, and PMI) are shown
to outperform frequency-based measures (e.g. Fre-
quency, T-Score, Log-likelihood, and C-value).

Based on the above results, we chose χ2 as the as-
sociation measure to rank multi-word terms in the fol-
lowing experiments. Besides taking into account the
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Fig. 2: The precision-recal curves of the statistical
methods at the frequency cut-off 2 and with the maxi-
mum recall of 500 terms.

Method Frequency cut-off
2 4 6 8

Freq 0.670 0.670 0.670 0.670
TMI 0.794 0.794 0.794 0.791
Loglike 0.798 0.798 0.797 0.793
Tscore 0.709 0.709 0.709 0.709
C-value 0.674 0.673 0.674 0.672
PMI 0.777 0.885 0.869 0.877
X2 0.856 0.912 0.880 0.872
Dice 0.857 0.911 0.881 0.873

Table 5: Performance of statistical measures at dif-
ferent frequency cut-offs for K = 500.

frequency of occurrence of a bigram, χ2 also takes into
account the frequency of each individual part of the
bigram in measuring the deviation between observed
and expected data. This concept is important for our
improvement strategy. This is because in the known
terms that will become our external knowledge for the
improvement, only individual parts of bigrams exist
and none of the bigrams occurs. In this case, Dice will
not help because it requires the bigram to occur in the
known terms in order to have a Dice value.

4 Using multilingual terminolo-
gies

Up to this section, we only use information from the
corpus to assign association scores to candidate multi-
word terms. Several ideas have been explored previ-
ously to come up with more accurate methods. Schone
& Jurafsky [25], for instance, used Latent Semantic
Analysis (LSA) to improve the output of their best
algorithm, and Maynard & Ananiadou [22] used se-
mantic information from the UMLS to improve the
NC-value output. Jacquemin et al. [16] have empha-
sized that the use of an initial term set will improve
the performance of an ATR system. In this section we
discuss the idea of using a set of known terms, espe-
cially the multilingual terms, to improve the ranking
of candidate terms.

4.1 Hypothesis and formulae

Our hypothesis, an extension of [16], is that a set of
multilingual terms can help improving the ranking of
new (unknown) terms in a special language.

To prove the hypothesis, we propose a new scor-
ing formula which combines two essential aspects of
the nature of terms, namely unithood and termhood
[18]. The unithood of a term can be measured as the
association strength or degree of syntagmatic combi-
nation stability. On the other hand, the termhood
of a term can be measured as relatedness to domain-
specific known terms.

We use the χ2 test (section 3.8) to measure the first
aspect (unithood), while for the second aspect (term-
hood), we experiment with two methods: χ2 and a
term overlap heuristic. Thus, given a corpus and a
list of known terms from multilingual terminologies to
calculate the collocational strength and the domain-
specific relatedness, we calculate each part of the com-
bined measure as follows:

• unithood : calculate the χ2 score of a candidate
term given frequencies taken from the corpus.

• termhood (alternative 1): calculate the χ2 score of
a candidate term given frequencies taken from the
list of known terms (domain-specific concepts).

• termhood (alternative 2): calculate the ratio be-
tween the number of words in a candidate term
(which matched with the words in the known
terms) and the length of the candidate term.

Equation 5 and 6 below show how both aspects of
terms are combined to obtain an improved score called
the Unithood and Termhood Score (UT-Score or UTS).
The formula for the first alternative, which is based on
an association mesure (UTSα), is defined as follows:

UTSα(xy) =
χ2(xy|C)

max[χ2(XY |C)]
+ α.χ2(xy|T ) (5)

and the formula for the second the alternative, which is
based on a bag of words (UTSβ), is defined as follows:

UTSβ(xy) =
χ2(xy|C)

max[χ2(XY |C)]
+
|w(xy|T )|
|w(xy)| (6)

where xy is a bigram of a candidate term extracted
from a corpus C, XY is a set of xy bigrams, χ2(xy|C)
is the association strength of xy given its frequencies
taken from the corpus C, max[χ2(XY |C)] is the max-
imum value of the association strength observed for
any element in the set XY , χ2(xy|T ) is a relatedness
degree of xy given its frequencies taken from a set of
known terms T , α is a weighting factor determined
experimentally, |w(xy|T )| is the number of words in
xy which are matched with words in T , and |w(xy)|
is the number of words in xy. We normalize the unit-
hood score because its maximum value is usually much
higher than one. Since our aim is to enrich an existing
terminology, only candidate terms which do not occur
in the set of known terms will be evaluated. There-
fore, it is not necessary to normalize the termhood
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score because if there is no evidence for the new (un-
known) term xy in T , its χ2 score will always be less
than one.

Our intuition behind these formulae is: if the words
x and y of a candidate term xy are also used by terms
in a domain, we can expect that the candidate term
xy will represent a concept related to the domain. For
example, the terms chronische ziekte ‘chronic disease’
and chronische infectie ‘chronic infection’ are at the
4684th and 5690th ranks when evaluated solely using
the χ2 method given their frequencies of occurrences
taken from the corpus. However, the words chronis-
che, ziekte, and infectie are well known words for the
medical domain, and in fact they are frequently used
to generate terms in this domain. Thus, their frequen-
cies of occurrence in the set of known terms should
help to improve their rankings.

In the first alternative, the set of known terms can
be seen as a pseudo-corpus, in which all of its lines rep-
resent candidate terms. Thus, for a candidate term xy,
we can count the frequencies of its bigram parts x and
y in the set of known terms, and use the frequencies
to calculate the χ2 value with respect to the domain.

In the second alternative, we simply convert the set
of known terms into a bag of words, count the number
of words in the candidate term xy which are also found
in the bag of words, and then compare this number
to the length of the term. For example, if the words
chronische and ziekte are used anywhere in the known
terms, regardless of their positions and frequencies,
then the matched ratio for the term chronische ziekte
is 1.

4.2 The algorithm

The following steps, provided with walkthrough exam-
ples, summarize our method:

Step 1 Tag the corpus with part-of-speech informa-
tion.

Step 2 Create a unithood model. Extract a set of
candidate terms XY from the tagged corpus using the
linguistic filter (section 3.3) and count their frequency.
Generate pseudo-bigrams for candidates of more than
2 words. For each bigram, compute its association
score, χ2(xy|C). For example, the trigram tropische
spastische paraparese (occures 2 times) will be rep-
resented by two pseudo-bigrams: tropische spastische
paraparese (occur 2 and 2 times) and tropische spastis-
che paraparese (occur 35 and 2 times). The χ2 values
of both pseudo-bigrams are 107738 and 6155, respec-
tively. Thus, tropische spastische paraparese will be-
come the final representation for the trigram.

Step 3, alternative 1 Create a termhood model.
Given a set of known terms T , compute frequencies for
each element in the set XY of extracted terms. Gen-
erate pseudo-bigrams for candidates of more than 2
words. For each bigram, compute its termhood value,
χ2(xy|T ). Run this step for two settings: with stem-
ming (suffix stripping) and without stemming (see sec-
tion 3.4). Take the previous trigram as an example.
In this model, its pseudo-bigram tropische spastische
paraparese (Dutch) has no occurrence in the multilin-
gual terms. Therefore its termhood value is zero.

Step 3, alternative 2 Create a termhood model.
Given a set of known terms T , create a bag of words
B of the terms. For each candidate term in C, count
the number of its words which overlap with the words
in B, and compute its termhood value ( |w(xy|T )|

|w(xy)| ) by
comparing that number to the length of the candidate
term. Run this step for two settings: with stemming
(suffix stripping) and without stemming (see section
3.4). For example, the term tropical spastic paraparesis
(English) is found in the multilingual terms. To cre-
ate a bag of stem words, we stem this term into tropic,
spastic, and parapares. On the other hand, our Dutch
stemming rules will stem the previous trigram tropis-
che spastische paraparese into the same stem words.
Thus, its termhood is 1.

Step 4 Compute the combined scores (UT-Score) of
every candidate term xy in the set XY using equa-
tion 5 and 6, and sort them using the method as de-
scribed in subsection 3.7. Optionally, remove terms
below a certain frequency threshold.

4.3 Experiment and results

We use the corpora described in section 3.1 to cre-
ate a unithood model, the set of multilingual terms
described in section 3.2 to create a termhood model.
Since our aim is to enrich the existing terminologies,
we subtract all candidate terms (extracted in sec-
tion 3.3) which overlap with all known terms collected
in section 3.2. This reduction provides us with 54,000
candidate terms. Applying a frequency threshold of
2 and 4 will left us with 5,333 and 1,233 candidate
terms. To get a higher recall, we decided to process
with the first threshold. The candidate terms are eval-
uated using the formulae 5 and 6.

To compare the results, we run the following mea-
surement settings: χ2, UTSα (equation 5), and UTSβ

(equation 6). For UTSα, we set α = 10, the best value
according to our experiments. At both equations, we
run two settings: with stemming and without stem-
ming.

Examples of candidate terms in several rank posi-
tions for those settings are shown in Table 6. All of
the settings show promising results. At a glance, most
of the top ranked candidate terms look like medical
terms. There are some english candidate terms in that
list, such as evoked potentials, case management, and
undetermined significance. Most of them are incor-
rectly tagged by our parser. For example, the last
candidate term is tagged as noun noun because noun
is the default tag for unknown words.

All of the settings except χ2 give higher weights to
candidates which have high values for both unithood
and termhood. For example, cystosarcoma phylloides
(28th rank by χ2) is placed at the 2nd and 4th ranks
by UTSα|α = 10 and UTSβ since both of its word el-
ements are in B. The effect of the stemming is shown
by the term tropische spastische paraparese (70th rank
by χ2). Although its word elements are not found
in B, it has an equivalent form in the multilingual
terms, namely tropical spastic paraparesis. The stem-
ming has normalized both forms into the same stems.
As a result, the termhood of the candidate term will be
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Rnk χ2 UTSα|α = 10 UTSα|α = 10 (stem) UTSβ UTSβ (stem)

1 vicieuze cirkel evoked potentials
tropische spastische
paraparese

evoked potentials evoked potentials

2
ziekte van von
willebrand-jrgens

cystosarcoma phyl-
loides

vasovagale syncope morbus haemolyticus
neonatorum

morbus haemolyticus
neonatorum

3
allergische bron-
chopulmonale as-
pergillose

vicieuze cirkel
cholinergische ur-
ticaria

case management case management

4 cardiopulmonale
resuscitatie

ziekte van von
willebrand-jrgens

genetisch defect cystosarcoma phyl-
loides

mastopathia fibrosa
cystica

5 cellen per microliter
bloed

allergische bron-
chopulmonale as-
pergillose

toxische shock
mastopathia fibrosa
cystica mental disorders

6
thoracaal aorta-
aneurysma

cardiopulmonale
resuscitatie

cerebrale malaria mental disorders
tropische spastische
paraparese

7
gecomputeriseerd to-
mografisch onderzoek

cellen per microliter
bloed

normale cellen
undetermined signifi-
cance

undetermined signifi-
cance

8 subduraal empyeem
thoracaal aorta-
aneurysma

case management engelse sudden infant
death syndrome

processus mastoideus

9
endoscopische retro-
grade pancreatografie

gecomputeriseerd to-
mografisch onderzoek

evoked potentials processus mastoideus
endoscopische retro-
grade pancreatografie

10 evoked potentials subduraal empyeem vicieuze cirkel
acute herpetische
gingivostomatitis

acute herpetische
gingivostomatitis

32
erytroplasie van
queyrat

pericarditis constric-
tiva

ulcus oesophagi
thoracaal aorta-
aneurysma

multiform glioblas-
toom

64
solitaire agressieve
gedragsstoornis

portugese oorlogss-
chip

humorale (antistof)
therapie

diagnose allergische
alveolitis

bacterie bartonella
henselae

128
minimaal normaal
lichaamsgewicht

enkelvoudige dosis
azitromycine lucide interval

g vers paddenstoel-
gewicht

chemische dampen

Table 6: Examples of candidate terms in several rank positions for different experimental settings. Candidate
terms printed in italics are proposed new terms. The terms are not translated into English due to the space
limitation.

Setting UAP
strict lenient Ann1 Ann2

χ2 0.608 0.802 0.735 0.676
UTSα 0.612 0.825 0.734 0.702
UTSα (stem) 0.626 0.826 0.758 0.694
UTSβ 0.677 0.865 0.782 0.757
UTSβ (stem) 0.769 0.918 0.845 0.843

Table 7: The uninterpolated average precision values
for K = 100 of several measurement settings in two
agreement modes and by two annotators (Ann1 and
Ann2). For UTSα settings, the value of α is 10.

high. This term is placed at the 1st and 6th ranks by
UTSα|α = 10 (stem) and UTSβ (stem), respectively.

4.4 Evaluation

To evaluate the results quantitatively, we asked two
human annotators to annotate a list of candidate
terms extracted from the experiments. From each set-
ting, we take the first 200 candidate terms in its rank,
and then they annotate the selected candidate terms
with yes or no. To compare the performance of the
settings, we compute the uninterpolated average pre-
cision (section 3.8) at K = 100.

The results of this evaluation are shown in Table 7.
The settings are evaluated using both a strict mode,
in which a candidate is counted as a term only if both
evaluators agreed, and a lenient mode, in which a
candidate is counted as a term if one of the evaluators
annotated it as a yes. We also present scores for the
annotated lists produced by each of the annotators
(Ann1 and Ann2).

In both modes, the annotators agree that combin-
ing the unithood and termhood values improves the
baseline (χ2). Applying stemming rules also results
in a slightly better result for the UTSα method (from
0.612 to 0.626), and a higher improvement is achieved
by the UTSβ method (from 0.677 to 0.769). Both
annotators agree that the last mentioned method, ei-
ther with stemming or without stemming, outperforms
other methods. And the best result is achieved by the
UTSβ method when stemming is applied.

The use of the association measure to calculate the
termhood in the UTSα method apparently is not a
good strategy. Since most of the overlapping words–
between word elements in a candidate terms and in
B–do not form a cooccurrence (note that we have sub-
tracted all candidate terms that are found in the ex-
isting term list), the association measure will not give
a high termhood value to the candidate. However, the
stemming shows some improvements.

Computing the termhood value using a matching
ratio in the UTSβ method solves the problem faced by
the association measure. This method does not rely
on the cooccurrence of the overlapping words but on
the number of the overlapping words. Combined with
the stemming, this method shows a promising result
in using multilingual terminologies to improve the ex-
traction of multiword terms in a particular language,
especially in a medical domain. In this experiment,
the stemming rules we construct are very simple and
not exhaustive. We only need to take some productive
suffixes for a particular domain by investigating can-
didate terms extracted from the corpus. We expect
that this method can be adapted to other languages
and domains with little effort.
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5 Conclusion and future work

We have presented two experiments in this paper: (1)
selecting the best statistical association measure for
multi-word term extraction, (2) creating a new method
which combines unithood and termhood values to ex-
tract new terms. We use χ2 as the best measure for
the second experiment. However, one can use other
methods such as log-likelihood which shows good per-
formance. In that experiment, we use a set of mul-
tilingual terms as a source to compute the termhood
values.

Our new methods (UT-Scores) have shown to out-
perform the baseline system, and worked well in
exploiting multilingual terminologies to induce new
terms from a text in another language. A simple
matching ratio in UTSβ shows good performance in
calculating the termhood values. This approach is use-
ful especially in a domain where the use and modifi-
cation of terminologies from other languages is very
productive, such as in the medical domain.

Although we evaluated on a domain-specific corpus,
we expect that our method will be useful in other set-
tings as well. For instance, given a general corpus (say,
a newspaper corpus), one might use our method to
identify the use of terminology from a given domain
(say, medical terms) in this general corpus. We are
in the process of building a medical ontology from a
Dutch medical text to see the structure of the domain
in the text. The use of existing terminologies such as
the UMLS is an important strategy.

Our method is still open for improvement. We have
the intuition that using a bilingual dictionary, instead
of or together with stemming, will improve the results.
Our future work will be focused on this method.
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