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Abstract
Two adaptations of the regular Levenshtein dis-
tance algorithm are proposed based on psy-
cholinguistic work on spoken word recognition.
The first adaptation is inspired by the Cohort
model which assumes that the word-initial part
is more important for word recognition than
the word-final part. The second adaptation
is based on the notion that stressed syllables
contain more information and are more impor-
tant for word recognition than unstressed sylla-
bles. The adapted algorithms are evaluated on
a large contemporary collection of Dutch dialect
material, the Goeman-Taeldeman-Van Reenen-
Project (GTRP, collected 1980–1995) and a rel-
atively small Norwegian dataset for which dialect
speakers judgments of proximity is available.
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1 Introduction

The Levenshtein distance algorithm is a popular se-
quence-based method used to measure the perceptual
distances between dialects (See Heeringa [12] for de-
tailed descriptions of the Levenshtein algorithm as ap-
plied to dialectology as well comparison to alternative
approaches). In the Levenshtein algorithm every edit
operation is assigned a certain cost (in our case all op-
erations have the same cost, 1). The location of the
edit operations is not relevant in determining the cost;
a substitution at the first position of both strings has
the same cost as a substitution at the final position
of both strings. While this is a sensible notion, there
are some theories of spoken word recognition which
suggest another approach.

Although there is research on perceived similarity
which emphasizes that vowels and codas are more im-
portant than onsets [11, 22, 27], which would suggest
that we weigh later segments more heavily than initial
ones, we focus on the (opposing) conjecture that initial
elements are more important. Our results in general,
but also some specific experiments make it unlikely
that later elements play a proportionately greater role,
as we shall see (Section 5, Discussion).

Although it is natural to examine psycholinguistic
theories of word recognition as a source of ideas about

which parts of words might be most important to di-
alect perception, we should also be aware that word
recognition and dialect perception are different. The
task of spoken word recognition is to determine which
word was said while the purpose of dialect variation
is to signal the speaker’s provenance. Thus aspects
of the speech signal that support word recognition
may not support inferences about the speaker’s (ge-
ographic) identity. This is related to the semiotic di-
vision between the relation of signs to denotations (or
meanings) on the one hand and the relation of signs
to senders or interpreters on the other [3]. From the
point of view of communication (or word recognition),
dialect variation only adds noise to a signal. So we
shall not pretend to criticize theories of word recog-
nition, even in case it turns out that they contribute
little to dialect perception. But it is equally plausi-
ble that the mechanisms that make some parts of the
speech signal more important for recognition and per-
ception would also be important dialectologically.

The Cohort model was the first very influential the-
ory on spoken word recognition. The Cohort the-
ory [19, 20] proposes that word recognition occurs by
activating words in memory based on the sequential
(left-to-right) processing of the input sound. The first
phoneme of a word activates all words which start
with that sound, the word-initial cohort. Additional
phonemes narrow the cohort by ruling out members
which do not match the heard sound sequence. For
instance after hearing the first phoneme of the word
‘elephant’, the words ‘elephant’, ‘elevator’ and ‘enemy’
are activated. After hearing the second phoneme the
cohort is reduced to the words ‘elephant’ and ‘eleva-
tor’. Subsequent phonemes will reduce the number of
items in the cohort until only the word ‘elephant’ re-
mains and is recognized. Hence, the start of the word
is more important than later parts of the word [21]. In
the context of developing a computational model for
detecting confusable drug names, Kondrak and Dorr
[15] report that 74.2% of confusable drug names in
their data set have identical initial letters, as opposed
to only 6.5% of randomly selected pairs. Even though
the Cohort model has a number of drawbacks (e.g.,
correct recognition of a word is not possible when the
start of a word is misheard) and other theories of word
recognition have been proposed which do not rely on
left-to-right activation [14, 17], the start of a word is
nevertheless important in word recognition [4, 28].

There is also evidence for the importance of stressed
syllables in word recognition. First, stressed syllables



are more easily identified out of their original context
than unstressed syllables [6]. And second, stressed syl-
lables have been found to be more informative than
unstressed syllables [1].

The Levenshtein algorithm can be easily extended
to incorporate these theories. Cohort theory can be
modelled by weighting differences in the beginning
of both strings more heavily than differences at the
end. The importance of stressed syllables can be mod-
elled by weighting differences in stressed syllables more
strongly than differences in unstressed syllables.

2 Material

In this study we use two different dialect data sources.
The first data set consists of data from the most recent
Dutch dialect data source, the Goeman-Taeldeman-
Van Reenen-Project (GTRP) [9, 25]. The GTRP con-
sists of digital transcriptions for 613 dialect varieties
in the Netherlands (424 varieties) and Belgium (189
varieties), gathered during the period 1980–1995. The
geographic distribution of these varieties is shown in
Figure 1. For every variety, a maximum of 1876 items
was narrowly transcribed according to the Interna-
tional Phonetic Alphabet. The items consist of sep-
arate words and word groups, including pronominals,
adjectives and nouns. A more detailed overview of the
data collection is given in [24].

Because the GTRP was compiled with a view to doc-
umenting both phonological and morphological varia-
tion [7] and our purpose here is the analysis of vari-
ation in pronunciation, many items of the GTRP are
ignored. We use the same 562 item subset as used in
[30] and introduced and discussed in depth in [29]. In
short, the 1876 item word list was filtered by selecting
only single word items, plural nouns (the singular form
was preceded by an article and therefore not included),
base forms of adjectives instead of comparative forms
and the first-person plural verb instead of other forms.
We omit words whose variation is primarily morpho-
logical as we wish to focus on pronunciation. In all
varieties the same lexeme was used for a single item.

Because the GTRP transcriptions of Belgian vari-
eties are fundamentally different from transcriptions
of Netherlandic varieties [29], we will analyze the two
data sets separately. Furthermore, note that we will
not look at diacritics, but only at the segmental pho-
netic symbols (82 for the Netherlands and 50 for Bel-
gium). The average length of items (without diacrit-
ics) in the GTRP is 4.7 tokens.

The second data set is a Norwegian dataset for
which dialect speakers’ judgments of proximity are
available [13]. The Norwegian dataset consists of 15
places for which 58 different words of the fable ‘The
North Wind and the Sun’ were phonetically tran-
scribed. The average length of items in this dataset
is 3.5 tokens. The perceptual distances were obtained
by similarity judgments of groups of high school pupils
from all 15 places; the pupils judged all dialects on a
scale from 1 (most similar to native dialect) to 10 (least
similar to native dialect). Note that these perceptual
distances are not necessarily symmetrical; an inhabi-
tant from region A may rate dialect B more different
than an inhabitant from region B rates dialect A.

Fig. 1: Distribution of GTRP localities

3 Adapted Levenshtein distance
algorithms

It is straightforward to adapt the regular Levenshtein
algorithm to allow for custom weighting based on the
positions i and j in both strings. The adapted algo-
rithm shown in pseudocode below uses a cost function
CF(i,j) to calculate the weight of an edit operation
at positions i and j in both strings. Note that the reg-
ular Levenshtein distance can be calculated by setting
CF(i,j) to 1 for every i and j.

LEVEN_TABLE(0,0) = 0

FOR i := 1 TO LENGTH(string1)
LEVEN_TABLE(i,0) := LEVENTABLE(i-1, 0) + CF(i,0)

END

FOR j := 0 TO LENGTH(string2)
LEVEN_TABLE(0,j) := LEVENTABLE(0, j-1) + CF(0,j)

END

FOR i := 1 TO LENGTH(string1) DO
FOR j := 1 TO LENGTH(string2) DO

LEVEN_TABLE(i,j) :=
MIN(

LEVEN_TABLE(i-1, j) + INS_COST * CF(i,j),
LEVEN_TABLE(i, j-1) + DEL_COST * CF(i,j),
IF finalchar1 = finalchar2 THEN

LEVEN_TABLE(i-1, j-1) // no cost
ELSE

LEVEN_TABLE(i-1, j-1) + SUBST_COST * CF(i,j)
END

)
END

END

RESULT :=

LEVEN_TABLE( LENGTH(string1),LENGTH(string2) )
LENGTH(string2) )

We use a slightly adapted version of the Levenshtein
algorithm displayed above. The modified Levenshtein
algorithm enforces a linguistic syllabicity constraint:
only vowels may match with vowels, and consonants
with consonants. The specific details of this modifica-
tion are described in more detail in [29].



3.1 Cohort inspired algorithms

In the Cohort model the importance of a sound seg-
ment is maximal at the onset of a word and decreases
from there until the end. This can be modeled by set-
ting the cost of an edit operation highest at the start of
both strings, while gradually decreasing the cost when
traversing to the end of both strings.1

We experimented with several weighting schemes to
model the Cohort theory: a linear decay, an exponen-
tial decay, a square root decay and a (natural) logarith-
mic decay of the cost. The respective cost functions
are specified in pseudocode below. Note that the op-
timal parameters for the exponential and linear decay
functions were defined by experimentation.

// Exponential decay cost function
CF(i,j) := POW( 1.1, ( LENGTH(string1) - i +

LENGTH(string2) - j ) )

// Linear decay cost function
CF(i,j) := 0.2 * ( LENGTH(string1) - i +

LENGTH(string2) - j ) + 1

// Square root decay cost function
CF(i,j) := SQRT( LENGTH(string1) - i +

LENGTH(string2) - j + 1 )

// Logarithmic decay cost function
CF(i,j) := LOG( LENGTH(string1) - i +

LENGTH(string2) - j + EXP(1) )

Figure 2 visualizes the cost functions for two strings
which have an added length of 10 tokens. For every
method the cost of an edit operation is highest at the
start (left side of the graph) and lowest at the end
of the strings (right side of the graph). The final edit
operation in every cost function always has cost 1. The
cost of earlier operations depends on the position in
both strings. For example, the cost of a different-token
substitution of the second character in string A with
the first character in string B can be found by looking
at value 3 on the x-axis.

In the following we will refer to the Cohort-inspired
Levenshtein algorithms as leven-cohort algorithms.

Fig. 2: Cost functions for leven-cohort algorithms (see
the text in Section 3.1 for a detailed explanation)

1 Kondrak and Dorr [15] obtained good results in modeling
name confusability using their PREFIX measure, which ef-
fectively favors the initial phonemes of the words. We learned
of this too late too include it in comparisions.

3.2 Stress-based algorithm

To model the idea that stressed syllables are more im-
portant than unstressed syllables, the adapted Leven-
shtein algorithm ideally should assign a higher cost
to edit operations which occur in stressed syllables
rather than in unstressed syllables. Because it was
not possible to identify the stressed syllable in every
dataset and stress was placed predominantly on the
first syllable in all datasets2, the stress-based method
was approximated by assigning a larger cost to edit
operations occurring within the first three positions of
both words.3 The resulting cost function is shown in
the pseudocode below.

// Stress-based cost function
HIGH_COST := 2
LOW_COST := 1

IF (i <= 3) AND (j <= 3) THEN
CF(i,j) := HIGH_COST

ELSE
CF(i,j) := LOW_COST

END

We will refer to the adapted Levenshtein distance al-
gorithm as the leven-stress algorithm.

3.3 Length normalization

It is obvious that pairs of longer strings will on av-
erage have a larger Levenshtein distance than pairs
of shorter strings. This bias is even greater for the
leven-cohort algorithms because the average costs for
edit operations are higher for longer strings than for
shorter strings (i.e. an initial edit operation will have
a higher cost for longer strings than shorter strings,
while the final edit operation always has cost 1).

Because it is likely that dialect perception is word-
based [12], it makes sense to normalize the Levenshtein
distance so that it is length independent. For the reg-
ular Levenshtein distance there are several normaliza-
tion methods. Heeringa et al. [13] pointed out that
normalization by alignment length was the most nat-
ural procedure because then similarity and difference
were each others’ inverses (i.e. sum to 1). Other meth-
ods include normalizing by the length of the longest
string, normalizing by the length of the shortest string
and normalizing by the average string length [8].

Unfortunately these methods are not suitable to
normalize the distances obtained with the leven-cohort
(or leven-stress) algorithms. To see this, consider two
different strings of length 1. The regular Levenshtein
distance of these strings is exactly 1 (a single substitu-
tion). Because in this case both strings have the same
length and the only edit-operation involved is the sub-
stitution, all normalization methods mentioned above
yield the same normalized value (in this case 1). It is
easy to see that for two strings of length 2 which do
not have a character in common, the raw Levenshtein
distance is 2 (two substitutions), while the normalized
Levenshtein distance equals 1. Thus, in both cases
2 The Norwegian data at http://www.ling.hf.ntnu.no/
nos appears to contain no non-initial stress; the GTRP
datasets have < 2% non-initial stress.

3 Using the first two positions of both words gave somewhat
lower performance, but was still better than using the regular
Levenshtein algorithm



the normalized Levenshtein distance is the same. This
makes sense because in both situations the two strings
are maximally different.

When considering the leven-cohort algorithm for
two different strings of length 1, the raw and nor-
malized adapted Levenshtein distance again equal 1
(because the final edit operation in every leven-cohort
algorithm has cost 1). However when we increase
the string length for both strings with one charac-
ter, the raw distance will increase with a value larger
than 1 (see Figure 2) and thus normalizing by string
length will insufficiently counterbalance the positional
weighting and yield a higher relative distance for
longer strings. An example of this relative distance
increase is shown in the table below. The first line
of numbers shows the raw distances, while the bot-
tom line shows the normalized distances for the linear
leven-cohort algorithm.

r r o r o o r o o d
g g e g e e g e e l
1 2.4 4.2 6.4
1 1.2 1.4 1.6

Fortunately it is possible to construct a better nor-
malization method which can be applied to the leven-
stress and leven-cohort algorithms. In the following
section we will adapt the method of normalization by
alignment length while also preserving the desired fea-
ture that similarity and difference are each others’ in-
verses.

Normalization by alignment cost

Instead of normalizing by alignment length, we nor-
malize by the cost of the alignment. The cost of a
specific alignment can be found by assuming that all
aligned identical symbols are replaced by (different-
symbol) substitutions. The distance of the new align-
ment (with the same length as the original alignment)
is used for normalization. Note that this approach
equals normalizing by alignment length when the costs
of all edit operation equal 1, because in that situation
the alignment length is equal to the cost of the align-
ment.

To make this approach clear, consider a possible
alignment (including the costs) using the regular Lev-
enshtein algorithm for two Dutch dialectal variants of
the word ‘milk’, [mO@lk@] and [mEl@k]:4

m O @ l k @
m E l @ k
0 1 1 0 1 0 1

The total Levenshtein distance of these two words
is 4. The cost of this alignment can be calculated
by replacing all identical symbol pairs with different-
symbol substitutions (additional costs are marked in
boldface):

m O @ l k @
m̂ E l̂ @ k̂
1 1 1 1 1 1 1

4 The example involves a diphthong which might be analysed
a single segment rather than as two. Heeringa [12], p.190,
compares the two approaches and shows that there is little
difference in overall quality of the dialect difference measure.

The cost of this alignment is 7 and so the normalized
Levenshtein distance is 4

7 . The total similarity is equal
to the additional costs (in boldface) introduced by re-
placing all identical symbol pairs with different-symbol
substitutions, in this case 3. Because the normalized
similarity is 3

7 , similarity and difference are each oth-
ers’ inverses. As pointed out earlier, these normalized
values are equal to the values which are obtained by
normalizing by alignment length.

To see that this normalization approach can also be
used when position-dependent costs are used, consider
the alignment (and corresponding edit operation costs)
for the same strings using the linear leven-cohort al-
gorithm.

m O @ l k @
m E l @ k
0 2.4 2.2 0 1.6 0 1

The total leven-cohort distance of these two words is
7.2. The cost of this alignment equals 13 and is calcu-
lated as follows:

m O @ l k @
m̂ E l̂ @ k̂
2.8 2.4 2.2 1.8 1.6 1.2 1

In this case the normalized leven-cohort distance
equals 7.2

13 , while the normalized similarity equals 5.8
13 .

The normalization method introduced above will al-
ways yield normalized distance and similarity values in
the range [0, 1]. Because the cost of an alignment is
equal to the sum of the similarity and the distance of
that alignment, the normalized values will always sum
to 1 and thus are each others’ inverses when normal-
ized. For instance, two identical aligned strings of any
length will have a normalized similarity of 1 (and dis-
tance of 0), while two completely different strings of
any length will have a normalized distance of 1 (and
similarity of 0).

In the previous examples, the cost of a substitution
did not depend on the symbols involved. For instance,
substituting an /a/ with an /e/ did not differ from
substituting an /a/ with an /o/ (if the positions were
the same). However, when substitution costs vary, it is
not immediately clear which substitution cost should
be used to calculate the similarity of two identical sym-
bols (indicated in boldface in the examples above). In
that case we suggest using the highest substitution cost
involving that symbol.

Heeringa et al. [13] reported that the results using
the raw Levenshtein distances were a better approx-
imation of dialect differences as perceived by dialect
speakers than results based on normalized Levenshtein
distances. Because our normalization method is com-
parable to the method used in [13], we will examine if
this is also the case in this study.

4 Results

First we assessed the reliability of the distance mea-
surements using Cronbach’s α. For the Norwegian
distance measurements Cronbach’s α ranged between



0.86 and 0.87, while it was equal to 0.99 for the Bel-
gian and Netherlandic distance measurements. Be-
cause these values are much higher than the accepted
threshold in social science (where α > 0.70 is regarded
as acceptable) we conclude that our distance measure-
ments are highly consistent.

To evaluate the quality of the results, we used the
local incoherence measurement which measures the de-
gree to which geographically close varieties also repre-
sent linguistically similar varieties [23]. See Heeringa
et al. [13] for a brief sketch of the local incoherence
measure. In calculating the local incoherence values,
the geographic distances for the Netherlands and Bel-
gium were measured “as the crow flies”, while we used
travel time for Norway due to its rugged landscape
[10]. Although the local incoherence cannot be used
as a “gold standard”, it can be used as an indicative
heuristic for quality in dialectological measurements.
Additionally, the quality of the Norwegian distances
was assessed by correlating them with the perceptual
distances.

We calculated the local incoherence values of the
dialect distances obtained using the leven-stress and
leven-cohort algorithms on the Norwegian data and
the Netherlandic and Belgian GTRP data. Table 1
shows these values for both the normalized data (given
between parentheses) as well as the unnormalized
data. Because the local incoherence values are based
on geographical distance (or travel time), the values
in Table 1 can only be compared within a single col-
umn (i.e. data set), but not between the three separate
columns.

NL BEL NOR
exp. 1.93 (1.92) 0.76 (0.73) 0.44 (0.48)
lin. 1.92 (1.91) 0.76 (0.73) 0.44 (0.49)
sqrt. 1.91 (1.90) 0.76 (0.73) 0.43 (0.50)
log. 1.91 (1.90) 0.76 (0.73) 0.43 (0.49)
stress 1.89 (1.89) 0.75 (0.75) 0.45 (0.49)
regular 1.94 (1.94) 0.80 (0.79) 0.37 (0.45)

Table 1: Local incoherence values of the calculated
distances for all data sets using the algorithms de-
scribed in Section 3. The values between parentheses
are based on the normalized distances, while the other
values are based on the unnormalized distances. Lower
values within a column indicate better results.

For the Belgian and Netherlandic dialectal data we can
observe slightly improved results (lower local incoher-
ence) using both the leven-stress and the leven-cohort
algorithms as compared to the regular Levenshtein al-
gorithm. The leven-stress algorithm yields the best
performance, while the exponential leven-cohort algo-
rithm performs worst. In contrast, for the Norwegian
data a much better performance in terms of local in-
coherence is obtained using the regular Levenshtein
algorithm.

When dividing the Belgian and Netherlandic data
in a group consisting of all (387) polysyllabic words
having an average length of 5 tokens and a group of
all (175) monosyllabic words having an average length
of 3.8 tokens, we found that the leven-stress and leven-
cohort algorithms gave improved results over the reg-

ular Levenshtein algorithm only in the polysyllabic
group. In the monosyllabic group, the results were
similar.

When inspecting the correlations of the Norwegian
dialect distances with the perceptual distances in Ta-
ble 2 we also observe that the best performance re-
sults from the regular Levenshtein algorithm. How-
ever, Heeringa et al. [13] mentioned that, since dialect
distances satisfy the triangle inequality (i.e. ∀x, y, z :
d(x, y) ≤ d(x, z)+d(z, y)), the dialect distances cannot
be seen as independent observations. We analyze the
relationship between the computed dialect distances
and the perceptual distances by calculating the corre-
lation coefficient, but its statistical significance cannot
be assayed in the usual way, e.g., via a table in a statis-
tics test or via a software package such as SPSS or R.
To solve this problem the Mantel test [2] can be used,
which determines the significance of the correlation by
repeatedly permuting the matrix rows and columns
and recalculating the correlation coefficient. By using
this method, Heeringa et al. [13] found that the cor-
relation coefficients needed to differ by more than 0.1
to indicate statistical significance (when applied to the
Norwegian data). Hence, the different algorithms all
yield similar performance on the Norwegian data set.

Correlation r
exponential 0.63 (0.64)
linear 0.63 (0.64)
square root 0.63 (0.64)
logarithmic 0.64 (0.64)
stress 0.66 (0.64)
regular 0.66 (0.66)

Table 2: Correlations of the calculated distances using
the using the algorithms described in Section 3 with the
Norwegian perceptual data. The values between paren-
theses are based on the normalized distances, while the
other values are based on the unnormalized distances.
Higher values indicate better results.

As mentioned earlier, Heeringa et al. [13] indicated
that normalizing the Norwegian dialect distances re-
duced performance. However as can be seen in Table 1
this is not the case for the Netherlandic and Belgian
distances. Normalizing the Netherlandic distances im-
proves results slightly, while normalizing the Belgian
distances improves results more clearly. Furthermore,
Table 2 also shows no reduced performance for the nor-
malized Norwegian dialect distances when correlating
them with the perceptual distances as compared to the
unnormalized distances. Because the average length
of the Norwegian data is only 3.5 tokens, our position-
sensitive weightings have relatively little opportunity
to distinguish themselves. It is therefore not surpris-
ing that the leven-cohort and leven-stress approaches
perform roughly the same as the regular Levenshtein
algorithm.

Even though the algorithms introduced in Section 3
calculate dialect distances using different approaches,
the results are very similar. The Norwegian dialect
distances calculated with the leven-stress and leven-
cohort algorithms correlated highly with the regular
Levenshtein distances (r > 0.97). This was also the



case for Belgium (r > 0.97) and the Netherlands
(r > 0.95). Because of these high correlations, the
dialectal maps based on the adapted algorithms resem-
ble the maps obtained using the regular Levenshtein
distance which were discussed in [29] a great deal.

To give an example of the high level of similarity
between the results of the regular and the adapted
Levenshtein distance algorithms, Figure 3 shows the
dialectal maps for the results obtained using the reg-
ular Levenshtein algorithm (top) and the logarithmic
leven-cohort algorithm (bottom).

The maps on the left show a clustering in ten groups
based on UPGMA (Unweighted Pair Group Method
with Arithmetic mean; see [12] for a detailed explana-
tion). In these maps phonetically close dialectal vari-
eties are marked with the same symbol. However note
that the symbols can only be compared within a map,
not between the two maps (e.g., a dialectal variety in-
dicated by a square in the top map does not need to
have a relationship with a dialectal variety indicated
by a square in the bottom map). Because cluster-
ing is unstable, in that small differences in input data
can lead to large differences in the classifications de-
rived, we repeatedly added random small amounts of
noise to the data and iteratively generated the cluster
borders based on the noisy input data. Only borders
which showed up during most of the 100 iterations are
shown in the map. The maps in the middle show the
most robust cluster borders; darker lines indicate more
robust borders. Finally, the maps on the right show a
vector at each locality pointing in the direction of the
region it is phonetically most similar to.

5 Discussion

In this study we have developed a number of algo-
rithms to calculate dialect distances based on theo-
ries of spoken word recognition. Unfortunately these
algorithms did not show consistent results across all
datasets. While improved results were found on the
GTRP datasets using the adapted algorithms, this was
not the case for the Norwegian dataset. We emphasize
that our results do not reflect on the theories of word
recognition we employed, as word recognition and the
recognition of signals of geographical or social identity
may be very different.

There are also some differences between the Norwe-
gian dataset and the GTRP datasets which are worth
mentioning. First, the Norwegian dataset is very small
(less than 1000 items in total) compared to the size of
the GTRP datasets (both consist of more than 100,000
items). Due to the small size and the fact that dialect
distances are not statistically independent, it is almost
impossible to find significant differences between the
results of the different algorithms using the Norwe-
gian perceptual data [13]. Second, there is a substan-
tial difference between the average word length for the
GTRP data and the Norwegian data. The average
word length in the GTRP data is 4.7 tokens, while it
is only 3.5 tokens for the Norwegian data. Because
our algorithms employ a cost function based on po-
sition and word length, this likely influences the re-
sults. For example, consider the leven-stress algorithm
which weighs differences in the first three tokens more

heavily. Because in the Norwegian dataset the average
word consists of only slightly more than three tokens,
the leven-stress approach will almost be equal to the
regular Levenshtein algorithm. Additionally, we found
that the improvement over the regular Levenshtein al-
gorithm in the GTRP datasets was not present in the
group of monosyllabic words, emphasizing the impor-
tance of word length using the leven-cohort and leven-
stress algorithms.

Because Heeringa [13] also found differing results be-
tween the Norwegian dataset and another larger (Ger-
man) dataset, we are not entirely sure that the Nor-
wegian dataset due to its limited size and small word
length is optimal for evaluating dialect distance algo-
rithms. To verify the quality of the Norwegian dataset
we think it would be useful to obtain perceptual dialect
distances of another bigger dataset having a larger av-
erage word length and use these for comparison. If it
turns out that the Norwegian dataset is indeed unrep-
resentative, then we would be encouraged by the con-
sistently superior results obtained when we weighted
initial segments more heavily in the GTRP datasets.

All the leven-cohort algorithms perform similarly.
It would be interesting to experiment with more di-
verse methods which emphasize the beginnings of the
words. For instance by placing additional weight only
on the first phoneme of the word or on the part before
the recognition point (i.e. the point after which sub-
sequent phones do not change the recognized word in
the Cohort model).

The leven-stress algorithm described in Section 3.2
uses an approximation of the position and length of the
stressed syllable. It would be interesting to evaluate
the performance of this algorithm when the exact po-
sition and length of the stressed syllable can be used
instead (perhaps by using automatic syllabification).
Furthermore, it would be very appealing to compare
the performance of the leven-stress algorithm to the
performance of the leven-cohort algorithm on a dataset
where stress is predominantly placed on the final syl-
lable (and/or on a dataset where stress is variable).
In the one case the leven-stress algorithm weighs dif-
ferences at the end of the words more strongly (and
in the other it weighs variably depending on stress),
while the leven-cohort algorithm weighs differences at
the start of the words more strongly.

The fact that we obtained different results on the
Dutch data and the Norwegian data might suggest
that we are overlooking a confounding variable. The
literature on similarity indicates that rhymes (vowels
plus codas) are more important than onsets (initial
material) [11, 22, 27]. Although the results seem to
contradict this directly, we were concerned that sylla-
ble structure might need to be controlled for, so we also
examined the result of weighting later elements more
heavily, restricting our attention to the monosyllabic
subsets, effectively inverting the weighting used by the
leven-cohort model. But using increasing weights on
word-final segments did not improve results.

Besides applying position-dependent weighting, an-
other sensible approach could be to weight edit op-
erations based on the type of the sound segments in-
volved. For instance, there is evidence that consonants
and vowels are not equally important in word recogni-
tion. Several studies found that correcting a non-word



Fig. 3: Dialect distances for regular Levenshtein method (top) and logarithmic leven-cohort method (bottom).
The maps on the left show the ten main clusters for both methods, indicated by distinct symbols. Note that the
shape of these symbols can only be compared within a map, not between the top and bottom maps. The maps in
the middle show robust cluster borders (darker lines indicate more robust cluster borders) obtained by repeated
clustering using random small amounts of noise. The maps on the right show for each locality a vector towards
the region which is phonetically most similar. See Section 4 for further explanation.



into an intelligible word is easier to do when there is a
vowel mismatch than a consonant mismatch [5, 18, 26],
e.g. teeble → table versus teeble → feeble. It would
be interesting to adapt the Levenshtein distance algo-
rithm to incorporate this assumption, for instance by
assigning lower costs to vowel-vowel substitutions than
for consonant-consonant substitutions.

Together with the adapted Levenshtein algorithms,
we also introduced a normalization method for the new
algorithms which respects the constraint that simi-
larity and distance be each other’s inverses. In con-
trast to Heeringa et al. [13] we do not find support for
preferring unnormalized distances over normalized dis-
tances. However this does not contradict their results.
In our algorithms a stronger bias towards longer words
is present than in their study, hence normalization is
more important.

Even though there are differences in performance
on the GTRP datasets and the Norwegian dataset, we
found that the dialect distances calculated using the
adapted algorithms for a single dataset were highly
similar to the results obtained with the regular Leven-
shtein algorithm. A possible cause for this similarity
is the aggregate level of analysis; we are looking at the
language level instead of the word level. As a better
indicator of the performance of the adapted Leven-
shtein algorithms, it would be very useful to examine
the performance on the word level. For instance by
evaluating the algorithms on the task of recognizing
cognates [16].
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