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Introduction

More than forty years after its initial publication, Frederick Mosteller and David
Wallace's Inference and Disputed Authorship: The Federalist is an excellent in-
troduction to the application of exact techniques to various problems in the
analysis of text; in some respects it is still unequaled. Given the way the com-
puter has revolutionized exact textual analysis in the last thirty years, and in
particular in light of the explosion in the availability of digital texts in the
last ten, it is remarkable that any work could continue to contribute for so
long. When the original Addison-Wesley edition went out of print, the book
was republished in 1984 by Springer (with some emendations) under the title
Applied Bayesian and Classical Inference, the Case of the Federalist Papers,
which, however, has also gone out of print.. We all owe thanks to CSLI publi-
cations of Stanford and publisher Dikran Karaguezian for reissuing this classic
monograph in their David Hume series, specialized in mathematical studies in
the Humanities, making it available once again to scholars and students. At
Prof. Wallace's request, this republication bears the original, more �tting title
once again.

Google Scholar lists several hundred citations for Inference and Disputed
Authorship, most of which date since 1980; this is surely enough to demonstrate
the continued impact of the book. But there are many explicit recommendations
as well. In a survey article on Bayesian techniques in information retrieval
in 1998 David Lewis recommended that �the book by Mosteller and Wallace
is the most clear treatment from a classi�cation point of view� (Lewis, 1998,
p.7) (referring to the treatment of underlying word distributions). Mosteller
and Wallace's (1964) work is also used extensively by computational linguists
(Church and Mercer, 1993, Hindle and Rooth, 1993, Yarowsky, 1995), but most
of all in authorship studies.

Holmes and Forsyth (1995) surveys statistical authorship studies using the
publication of Inference and Disputed Authorship as the watershed from which
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they begin. Joseph Rudman says of authorship studies in general (Rudman,
2002):

The study that arguably is the most famous and the most successful
is the Mosteller and Wallace work on the twelve disputed Federalist
papers. [...] Almost every non-traditional authorship study [...] cites
Mosteller and Wallace for one reason or another.

In the remainder of this brief introduction we review some of the ways in
which Mosteller &Wallace's book has been in�uential, especially in popularizing
Bayesian analysis, in indicating how texts may be classi�ed according to various
criteria, and, in particular, how authorship may be inferred.

Bayesian Analysis

We �rst sketch very roughly the basic ideas of Bayesian analysis. Our hope is
to capture the interest of those who might other avoid this topic (or this book)
as too technical. This is the background provided to introductory students in
Humanities Computing at the University of Groningen to interest them in text
analysis using Bayesian techniques. The basic ideas are genuinely simple, as we
shall see.

Thomas Bayes (1702-1761) studied conditional probability of the sort we
are confronted with daily, for example, when we read that young drivers are
more likely to violate tra�c laws than older ones, that the religious tend to be
politically conservative, or that better educated people live longer (we ignore
whether the claims are true). To see the simplicity of Bayes's theorem, we use
the usual symbolism, P (A|B) to refer to the probability of A given B. We might
then write P (L|E) to refer to the chance of living long L (say, past 85) given that
one's education level is high, E (say college-level or more). The natural view
of conditional probability, P (A|B), de�nes it as the proportion of probability
reserved for the co-occurrence (joint occurrence) of A and B as compared to the
probability of B:

P (A|B) = P (A,B)/P (B),

where P (A,B) denotes the probability of A and B occurring jointly. Continu-
ing our example, when we speak of the chance of living long given that one's
education level is high, P (L|E), we proceed from the probability of being highly
educated, and then compare the fraction of those highly educated who live long.
Saying this another way, we compare the chance of having a college degree and
living past the age of 85 to the chance of having a college degree in general (no
matter what life span). To see whether the chance of living long is better if one
is well educated, we should ask whether P (L|E) > P (L|E), where the latter,
P (L|E), is the chance of living long if one is not well educated (E). We hope
that the symbols begin to feel familiar.

Bayes noticed that there is an intimate relation between P (A|B) and P (B|A),
a circumstance which has come to be known as Bayesian inversion. By
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simple algebra we see that, given P (A|B) = P (A,B)/P (B) (def.), it must
also be true that P (A|B) · P (B) = P (A,B). By the same manipulation we
proceed from P (B|A) = P (B,A)/P (A) (def.) to P (B|A) · P (A) = P (B,A).
Since P (A,B) and P (B,A) both denote the chance of the joint occurrence
of A and B, they are necessarily the same, so that we may conclude that
P (A|B) ·P (B) = P (B|A) ·P (A). Dividing both sides by P (B) gives us Bayes's
theorem (or Bayes's law):

P (A|B) =
P (B|A) · P (A)

P (B)

The inversion is critical in cases where it is easier to obtain information
about the one conditional probability than the other. We continue immediately
to this case.

Bayes's law is applied in Bayesian analysis to the situation where we reason
about data D and hypotheses h. In this case we proceed from the following
instantiation of the general law:

P (h|D) =
P (D|h) · P (h)

P (D)

This formulation suggests the interest that Bayesian inversion has held for
problems in scienti�c and technical inference. Reasoning from data to hypothe-
ses is the soul of scienti�c inference, and Bayes's insight lets us operationalize
some aspects of this in a useful fashion. In fact Bayesian analysis normally
simpli�es the basic step even further.

In the usual situation we are comparing several alternative hypotheses h1, . . . , hn

and asking which is best. In the formulation above we ask which of {P (h1|D) . . . P (hn|D)}
is greatest, a speci�cation which is normally formulated argmaxhi

P (hi|D), i.e.
for which argument hi of the expression does P (hi|D) have its maximal value.
Because we are normally examining only the single data set, the e�ect of P (D)
on the right-hand side can never decide which hi leads to a maximal value,
so that we can ignore it in searching for the optimal h. This leads us to the
statement of Bayes's law as it is normally applied:

argmaxhi
P (hi|D) = argmaxhi

P (D|hi) · P (hi)

The left-hand side of the equation is simply the statement of the problem,
for which the right-hand side provides (a recipe for) a solution. Note that there
are two terms on the right, P (D|hi), the likelihood of the data given the
hypothesis, and P (hi), the prior probability of the hypothesis, also known
simply as the prior. Both are important.

One big reason for the appeal of Bayesian analysis is its undeniable respect
for empirical facts. Calculating the likelihoods P (D|hi) is always an essential
part of a Bayesian analysis, and this normally means collecting a great deal of
data noting which hi was at play, the present book being no exception. Let's
examine this more concretely in order to clarify the way in which working with
Bayesian likelihoods is �data driven�. Mosteller & Wallace study the authorship
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of the Federalist Papers, a series of political essays written primarily by Alexan-
der Hamilton and James Madison during the period in which the U.S. constitu-
tion was being considered for rati�cation. Each of the essays was written by one
of the two but each was simply signed `Publius', and there has been discussion
as to which essays should rightfully be attributed to which man. For each essay,
we are therefore asking which hi, which we might in this case note as hH and
hM (for Hamilton and Madison, respectively), is responsible for the data. For
the purpose of the study, the aspect of the data that was kept in focus was the
words used (we return to this below). We are searching for argmaxhi

P (hi|D),
which will depend on a prior probability (which we ignore for the moment) but
also on the likelihood P (D|hi). Recalling that we are estimating the relevant
aspects of the data by keeping track of which words were used how often, we
obtain distinct likelihood estimates for hH and hM by tracking di�erences in the
counts of the relevant words in those essays for which authorship is known. So
the Bayesian inversion has as a necessary step keeping track of when evidence
(D) has been seen in cases in which the hi is known. In the case at hand, counts
needed to be made of the frequency of relevant words in the Federalist papers
(and comparable material) for which authorship is known. These counts allow
the estimates of the likelihoods P (hM |D) and P (hH |D). The need to attend
to estimate empirical likelihoods gives Bayesian analysis its strong empiricist
�avor.

The strong empiricist �avor can come to dominate in some studies, where
probabilities are modeled very simply and are estimated by simple frequency
counts. But the relation between probabilities and frequencies is more complex,
since in general many statistical models may be compatible with a given set of
frequencies, a fact Mosteller & Wallace take great pains to keep in their reason-
ing, examining alternative probability distributions (pp. 32�, p. 66), especially
mixtures of distributions, and including re-estimations where the assumptions
seem questionable (pp. 87�88). If only all contemporary studies took such care
at this point!1

Although Mosteller & Wallace downplay the role of the prior (their �initial
odds�) in determining the authorship of the The Federalist Papers (p. 56, p. 264),
they acknowledge its importance, which can come to dominate in other areas in
which Bayesian analysis has become popular. For example, Bayesian analysis
is popular in medicine, where it is seen as part of the movement for �evidence-
based medicine� (Guyatt et al., 1992). In medical applications hypotheses are
diagnoses which are compared in their ability to explain the data, i.e. the
symptoms shown by a patient. When it comes to inspecting the inversions, we
may �nd that several diagnoses could predict the existing symptoms, in which
cases the priors can easily dominate, suggesting that the diagnosis should focus
on the most frequently occurring illnesses.

It is worth adding one further point to this introductory presentation about

1Modeling word frequency distributions continues to be problematic. Baayen (2001) re-
cently proposed new models of word frequency distributions which he dubs �Large Number
of Rare Event� distributions, which seem promising, but there is still no scholarly consensus
about the exact form of linguistic frequency distributions.
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the role of assumptions of independence, which we have ignored until now.
Mosteller & Wallace calculate the probabilities of words occurring in documents
as if the words occurred independently of one another (pp. 35�37, p. 111, p. 115).
This allows them to combine chances with respect to hypotheses by simply mul-
tiplying the chances of seeing the words used. The problem is that words do not
co-occur in a statistically independent way, at least not in general. Mosteller &
Wallace are aware of this, and, again, in honorable exception to many subsequent
uses of Bayesian analysis, they examine the degree to which this assumption of
independence is violated, and attempt to reestimate, correcting for the (few)
points at which it fails in their data (p. 84). Mosteller & Wallace do not use
the term Naive Bayes to describe an application relying on this independence
assumption, but Bayesian analysis in which one assumes that the aspects of the
data ones is using for classi�cation are statistically independent has come to be
known as Naive Bayes. If the term was invented with intent to add pejorative
�avor, it has long since lost that.

All in all, a paradigm example of the applications of Bayesian techniques,
and, one which succeeded in contributing to the historical debate about the
authorship of an important collection of essays.

Bayesian Fortunes

Mosteller & Wallace's success in applying Bayesian analysis did not go unno-
ticed, and was part of a major increase in the popularity of this sort of work.
There are now even textbooks introducing statistical analysis via Bayes rather
than via the classical, hypothesis testing mode (Berry, 1996, Albert and Ross-
man, 2001).

The authors emphasize as well the philosophical advantage for Bayesians
in applying statistics to judgments about single events. The alternative is to
regard statistical propositions as frequentist, in which case one seeks to iden-
tify classes of events whose frequency distributions may be studied. Concrete
propositions attributing authorship are so speci�c, however, that this interpre-
tation is counterintuitive. Hamilton either did or did not write Federalist paper
Nr. 52, to use Mosteller & Wallace's example, and there's little insight gained
by considering a class of such events. There was either one such event or none
at all.

Bayesian models are used very frequently in (computational) linguistics. One
popular application is the disambiguation of words such as `party', which can
be a festive gathering, a political organization, someone involved in a legal
procedure or arrangement such as a contract, or a predicate meaning something
like 'a participant, as in `he wouldn't be party to the plan'. The hypotheses are
these di�erent meanings, and the data is taken to be neighboring words and their
syntactic parts of speech, for which likelihoods can be tallied (Yarowsky, 1995).
But given how frequently linguists wish to detect latent structure in texts, it is
not surprising that Bayesian techniques are part of their standard tool box. And
there are further applications that go beyond the detection of latent linguistic
structure; Ellison (2007) uses a Baysian model to draw inferences about earlier
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language stages, e.g. the existence of sound changes and the fact that words in
di�erent languages may be similar in form and meanings due to the fact that
they are cognate, i.e. descendants of a single word in an earlier historical stage
of the language. In Ellison's case the hypotheses are the forms of the word(s)
at earlier stages and also the sound changes that lead to new pronunciations,
the data are the forms at later stages, and his model compares the chances
of arriving at the later forms. Fortuitous overlap (misleadingly similar words)
can be compared in likelihood to overlap due to cognacy. There are many
other examples in which Baysian reasoning is invoked in contemporary language
analysis.

Text Classi�cation

Inference and Disputed Authorship is devoted to a study in authorship attribu-
tion, which Mosteller &Wallace in turn construe as a text classi�cation problem.
Surely one of the reasons for the continued high level of interest in the book is
the enormous growth in interest in text classi�cation. As Mosteller & Wallace
are careful to point out, the classes for the purposes of one classi�cation problem
need not be same as the classes for another.

Information Retrieval (IR) studies the problem of �nding documents
that are relevant to the queries of information seekers (Salton and McGill,
1986).2 The document classes are therefore no longer de�ned by their au-
thorship, but rather by their relevance to users' expressed informational needs.
While IR was a fairly small �eld before the advent of the world-wide web, it
is now a sizeable industry fed by the apparent impossibility of imposing struc-
ture on the web and users' insatiable wishes nonetheless to �nd their way in it.
Bayesian techniques (including especially Naive Bayes) are part of the standard
repertoire in (IR) (Lewis, 1998). In addition to using Bayesian techniques to
estimate the relevance of the context of a text on the web, most e�ective sys-
tems (notably, Google) likewise include some way of estimating the �authority�
of a web site based on the number (and �authority�) of web sites which include
a pointer to it. We do not wish to suggest that the problem of providing good
access to public information is solved, only that Bayesian techniques are proving
useful there.

In some ways a converse to the problem of seeking information, there is like-
wise a problem in excluding importunate information, in particular unwanted
email, better known as spam. The problem is therefore the construction of
a spam �lter, and while the class of text has changed, the problem may still
be construed as one of text classi�cation, where the class de�nitions are now
�email which the recipient would like to receive� and �email which is the un-
wanted product of mass mailing� (the intention is that these classes partition
the set of incoming email so that each email belongs to exactly one class). Again

2A much improved instruction to information retrieval is scheduled to appear in 2008,
Introduction to Information Retrieval by Christopher Manning, Prabhakar Raghavan, and
Hinrich Schütze, Cambridge University Press. As of this writing it is available at Schütze's
web page. See http://www-csli.stanford.edu/~schuetze/
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Bayesian and, in particular, Naive Bayes techniques have been used with consid-
erable success in constructing spam �lters (Sahami et al., 1998, Goodman and
Heckerman, 2004), even if experts are not sanguine about the ultimate chances
of warding o� spam while a small percentage of mass mailing is in fact appre-
ciated (judging by responses, including purchases), and spam broadcasters are
able to analyze and circumvent the tactics used by �lters.

There are many other applications of text classi�cation, including tracking
the mention of a company or public �gure through �clippings� from news items,
the creation of specialized portals of information such as custom-made newspa-
pers, or portals for elementary school children, etc. Very similar techniques are
now also used to classify music, initially for the purpose of retrieving titles and
identifying information for users who seek the information based on knowing
several measures of melody or a refrain (Brochu and de Freitas, 2003, Typke
et al., 2005).

One of the most di�cult text classi�cation problems is identifying author-
ship, the focus of Inference and Disputed Authorship, to which we now turn.

Authorship

As we have noted, authorship attribution may be viewed as a special form of text
classi�cation in which the classes are essentially just the works of given authors.
A key question in authorship attribution has been to determine what sorts of
evidence might bear on determining authorship. Most work on authorship has
accepted two principles which Mosteller & Wallace introduced; �rst, one should
search for evidence of authorship among high-frequency elements (Chap.2) even
when there appear to be �markers�, i.e. words that only one of the candidate
authors appears to use (or where one candidate author uses the marker much
more frequently). If the candidate marker is a high frequency word, such as upon,
which Hamilton used with overwhelmingly greater frequency that Madison, then
it can contribute soundly to the inference. But low frequency words are not
encountered reliably enough to be of much use in authorship attribution (but see
below). Holmes (1994:88) cites Bailey approvingly to the e�ect that the features
studied for the purpose of authorship attribution should be �frequent and easily
quanti�able and relatively immune from conscious control�. Holmes goes to
conclude (p.104) that researchers should be prepared to investigate di�erent sets
of variables. As a second point of contribution, we note that Mosteller &Wallace
deliberately aggregated over many words of individually weak discriminative
value, and subsequent research has followed them in this as well.

Not every researcher has used words as evidence of authorship. Kenny (1982)
uses the part of speech of sentence-�nal words in classical Greek (see also Baayen
et al. (1996) and Holmes (1994) for further suggestions about useful evidence
other than lexical choice). But students of authorship attribution have largely
followed Mosteller & Wallace's lead. John Burrows, one of the acknowledged
leaders in the sub-discipline of exact text analysis, worked exclusively with high
frequency words in his so-called �delta�, an average standard (z-score) di�erence
for a set of high-frequency words, accepting both parts of the Mosteller & Wal-
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lace heritage (Burrows, 2002, 2003). We return to Burrows below, summariz-
ing that there has been remarkably widespread acceptance that high-frequency
elements provide the most reliable clues, re�ecting, as they do, unconscious
tendencies of authors. It is striking that Mosteller & Wallace's conclusion still
stands, but even more striking that exactly the same reasoning is o�ered after
so many years (noting again the advice above of Bailey, quoted by Holmes).

The attribution of authorship in the case of literary texts regularly inspires
new technical and scholarly work (Hoover, 2004, Rudman, 2002) as scholars
attempt to tease apart e.g. e�ects of authorship from editorial e�ects, the
e�ects of depicting characters, and authorial purpose (e.g., whether an author
was reacting to a speci�c piece).

In recent work, motivated by the wish to �nd discriminating indications that
would jibe better with literary intuition (than the analysis of distributions of
highly frequent words), Burrows postulates that �Evidence of authorship per-
vades whatever anybody writes� (Burrows, 2007, p.28), proposing statistical
techniques that function on less frequent words. This very recent paper is, of
course, an exception to the general acceptance of the need to focus on high
frequency words.

Authorship detection has not attracted new practitioners in the same large
numbers as IR, but it is worth noting that applications other than authorship
attribution for anonymous literary tests have also been developed, and these add
research energy to the �eld. We close this section by noting several of these.

• The exposure of literary forgery is surely closely related to revealing the
authors of anonymous works (Love, 2002, Ch. 10), but it is naturally
complicated by the fact that forgers try deliberately to mislead. Love
(2002:185), reporting on unpublished work by Burrows, is optimistic about
detecting the unconscious speech habits of authors, i.e. of the sort found
in the distributions of high-frequency words.

• Forensic linguistics studies language use for its value as legal evidence and
as an aid in solving and preventing crime. While most use of authorship
techniques are too uncertain for broad use in criminal or civil proceed-
ings, there is interest in pursuing them for their value in solving crime
(Chaski, 2005). Issues include the legitimacy of wills and the authorship
of documents containing threats.

• Plagiarism may always have been a problem in schools and colleges, but it
has become easier to commit and easier to detect since the advent of the
internet. Normally plagiarizers copy so much text from unacknowledged
sources that the question of statistical inference pales before the question
of locating the putative source. Once the source is found, the proof is
often overwhelming Uzuner et al. (2005).3

3It is much more di�cult to detect plagiarism if there is no putative source available for
comparison, but this would also seem worthwhile, as it would provide an indication of when
the search for an source would be worthwhile, but I do not know of work in this direction.
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• Karina van Dalen-Oskam found a clever use for authorship attribution
techniques in analyzing the medieval text Walewein, which is known to
have been the work of two authors whose division of labor is uncertain. She
was able to generate a new hypothesis about the point of division between
the sections which were the work of the two writers (van Dalen-Oskam
2007).

Let us end this section by indicating where interested readers might best
pursue interests in authorship attribution whetted by the republication of In-
ference and Disputed Authorship. Holmes (1994) surveys the statistics behind
both Mosteller and Wallace's work but also statistical work on authorship attri-
bution since then (what literary scholars, including Rudman (2002), sometimes
refer to as �non-traditional authorship studies�). Love (2002) recommends itself
for attention to the many sorts of evidence that have been used in authorship at-
tribution and for an engaging survey of work since the 1960's. His book shows
both the energy that has been invested in authorship studies since Inference
and Disputed Authorship and especially the need to involve domain experts,
i.e., literary scholars, in such studies. While neither Mosteller nor Wallace was
an expert on eighteenth century language or political thought, we suspect from
the great care that was taken in their book to incorporate insights from non-
statistical studies that they might wholeheartedly agree with this development.

Conclusions and Prospects

The focused contribution of Inference and Disputed Authorship was to develop
exact techniques for the analysis of texts, so that it is not surprising that con-
temporary textbooks devote entire chapters to Mosteller and Wallace's legacy
to this �eld (Lebart and Salem, 1994). As we have noted above, the work has
also stimulated further research in computational linguistics, particularly in the
problem of disambiguating words; the techniques it championed have become
part of the standard set of techniques used in text classi�cation, which are now
applied in information retrieval in SPAM detection and even in music retrieval;
and even today, more than forty years after its original publication, it is peren-
nially and positively cited in virtually all works on authorship attribution.
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