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One independent variable, one (continuous) dependent variable.

Outcomei = Modeli + Errori

Yi = b0 + b1X1 + �i

b0: interception at y-axis
b1: line gradient
X1: predictor variable
� : Error

X1 predicts Y.

Linear regression:
Univariate



Linear regression:
Multivariate

Several independent variables, one (continuous) dependent variable.

Yi = b0 + b1X1 + b2X2 + … + bnXn + �i

b0: interception at y-axis
b1: line gradient
bn: regression coefficient of Xn

X1: predictor variable
� : Error

X1 predicts Y.



Assumption

• Linear regression assumes linear relationships between variables.
• This assumption is usually violated when the dependent variable is 

categorical.
• The logistic regression equation expresses the multiple linear regression 

equation in logarithmic terms and thereby overcomes the problem of 
violating the linearity assumption.



Assumption cont.

logbase[number]
log216 = 4 => 24 = 2 x 2 x 2 x 2 = 16

‘natural logarithm’: ln
ln = loge[number]  | e = Eulers constant 2,7182818284…
ln[odds] => ‘logit’

logit(p) =

elogit(p) =
elogit(p) (1-p) = p = elogit(p) - pelogit(p) 

p + pelogit(p) = elogit(p) 

p(1+ elogit(p)) = elogit(p) 

1       .
p =     1+e-logit(p)
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Binary logistic regression:
Univariate 

One independent variable, one categorical dependent variable.
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P: probability of Y occuring
e: natural logarithm base (= 2,7182818284…)
b0: interception at y-axis
b1: line gradient

X1 predicts the probability of Y.



Binary logistic regression:
Univariate cont.

As P(Y) ranges from 0 to 1, the logit ranges from -� to +�.

http://data.princeton.edu/wws509/notes/c3s1.html



Binary logistic regression:
Multivariate 

Several independent variables, one categorical dependent variable.

P: probability of Y occuring
e: natural logarithm base
b0: interception at y-axis
b1: line gradient
bn: regression coefficient of Xn

X1: predictor variable

X1 predicts the probability of Y.

e
e

xbxbxbb

xbxbxbb
YP

nn

nn

++++

++++

+
=

...

...

22110

22110

1
)(



=> Linear regression predicts the value that Y takes. 

Instead, in logistic regression, the frequencies of values 0 and 1 are used to 
predict a value: 

=> Logistic regression predicts the probability of Y taking a specific value.

Binary logistic regression:
Multivariate cont.



Research question

• Broad: How intelligible is Danish to Swedish listeners without previous exposure? 
Here: Which factors predict whether a Danish word is easily decoded by Swedish 
pre-schoolers or not?

• Dependent variable: Word intelligibility
Every word can be 
– Decoded (1), or
– Not decoded (0)

• Independent variables:
– Phonetic distance Continuous variable (0.00 - 1.00)
– Toneme Binary variable (0,1)
– Number of ‘difficult’ sounds for the listener Categorical variable (0,1,2,3,…)

Binary variable



Experiment

• 50 Danish word were auditorily presented to 12 Swedish children via 
headphones

• Similarly, 200 pictures (i.e. 4 pictures per sound) were presented visually on 
a touch screen

• The children were instructed to point to the corresponding picture
• Resulting data: Intelligibility scores per word per subject

50 x 12 = 600 scores



Independent variables: Examples

• Phonetic distance: måne/måne hund/hund apa/abe
Sw. ������� ��	�
� ����a�
Da. ������� ��
��� ������

0% 50% 100%

• Swedish tonemes: Toneme 1 (e.g. bäbis ) Toneme 2 (e.g. äpple )
(NB: Tonemes not found in test language,

only in listeners’ native language!)

Swedish Danish

bäbis vs äpple baby vs æble

• ‘Difficult sounds’: Danish sounds that have been shown to be significantly more 
difficult to decode for Swedes (Schüppert & Gooskens, in prep.): [�����������������



Data



Data Entry



Data Entry

Block 1



Data Entry

Block 2



Data Entry



Data Entry



Output: Block 1 (Phonetic distance)

Improvement is 
significant: predictor 
‘phonetic distance’
contributes to the 
model

12.02 =RCS
17.02 =RN

Improvement 
through added
variable
‘phonetic distance’

-2LL:
Amount of 
unexplained 
variance



Output: Block 1 (Phonetic distance)

76,80 + 498,34 = 575,14

Model predicts correct
value in 75% of the cases.

Exp(B) < 1
Indicates that phonetic
distance correlates negatively
with intelligibility.



Output: Block 1 (Phonetic distance)

76,80 + 498,34 = 575,14

Nondecoded stimuli seem to be difficult to predict (the zeroes should be 
concentrated further to left).

Decoded stimuli are more correctly predicted by the model (note the 1-
columns on the right hand side of the plot).



Output: Block 2 
(Phonetic distance, Toneme, Difficult Sounds)

14.02 =RCS
21.02 =RN

Significant value:
indicates that one or
both of the new
predictors improve the
new model.

Model has further 
improved through 
added variable(s)

(Block 1: )17.2 =RN12.02 =RCS

-2LL:
Amount of 
unexplained 
variance is 
reduced from 
513,09 to 498,34



Output: Block 2 
(Phonetic distance, Toneme, Difficult Sounds)

76,80 + 498,34 = 575,14

Non-significant value
indicates that variable ‘toneme’
does not improve the model.

Significant value
indicates that variable ‘difficult
sounds’ improves the model.
Exp(B) < 1 indicates a negative
correlation.



Results and Conclusion

76,80 + 498,34 = 575,14

Phonetic distance correlates negatively with intelligibility and contributes 
significantly to the model.

Tonemes seem not to be contributing to the model. This phenomenon, that 
listeners are familiar with from their native language but that is missing in 
the test language, does not seem to puzzle the listeners.

The number of difficult sounds correlate negatively with intelligibility and 
contribute significantly to the model.

Together, phonetic distance and number of strange sounds account for 14%
to 21% of the variance.
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