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Introduction

> Study the relationship between categorical variables
- Chi-Square
- Loglinear Models

> Loglinear Analysis is an extension of Chi-Square

> Modeling of cell counts in contingency tables

> Robust analysis of complicated contingency tables involving several
variables

> Describe associations and interaction patterns among a set of
categorical variables
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Introduction

> Loglinear models are "ANOVA-like" models for the log-expected
cell counts of contingency tables

> Loglinear models are logarithmic versions of the general linear
Outcome; = (Modek) + error:

- The logarithm of the cell frequencies is a linear function of the
logarithms of the components:

In(C%) = In(Modek) + In(s:)
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Introduction

Assumptions (Chi-Square and Loglinear Analysis)

categorical data

each categorical variable is called a factor

every case should fall into only one cross-classification category

all expected frequencies should be greater than 1, and not more
than 20% should be less than 5.

1. collapse the data across one of the variables
2. collapse levels of one of the variables

3. collect more data

4. accept loss of power

5. add a constant (0,5) to all cells of the table

\%
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Data

> Random samples of Danish, Norwegian and Swedish declarative
main clauses containing the word ‘maybe’ (resp. maske, kanskije,
kanske)

> Three possible structures:

- V2
-1 XP MAYBE ...
- MAYBE (that) S ...
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Data — clause types

> V2

- Olle har kanske inte sovit Inatt
Olle has maybe not slept last.night

- Kanske har Olle inte sovit inatt
Maybe has Olle not slept last.night

> XP maybe ... (non-V2)
- Olle kanske inte har sovit inatt*
Olle maybe not has slept last.night

> Maybe (that) S ... (non-V2)
- Kanske (att) Olle inte har sovit inatt
Maybe (that) Olle not has slept last.night
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Data — bar charts
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Data — two-way (3 x 3) contingency table

language * type Crosstabulation
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type
Mavbhe(that)
W2 *Pmaybe. .. =1 Total

language Morwedgian Count 595 (i} 28 Ta4
Expected Count G783 431 G625 T840

6 within language 88.8% 0% 11,2% 100,0%

26 within type 44 2% 0% 60,7 % 43 1%

% of Total 38.3% 0% 4 8% 431%

Danish Count 518 2 Q 524
Expected Count 4577 291 422 5290

o within language a7.9% 4% 1,7% 100,0%

2o within type 32,9% 2.0% 6,2% 291 %

%% of Total 28,5% 1% V5% 29 1%

Swedish Count 359 ag 438 505
Expected Count 436,49 27,8 40,3 5050

%6 within language 71,1 % 19 4% 9.5% 100,0%

o within type 22.8% o982 0% A31% 27.,8%

%% of Total 19,7% 5.4% 2 6% 27,8%

Total Count 16573 100 145 1818
Expected Count 1573,0 100,0 1450 1818,0

6 within language 836,5% 55% 2,0% 100,0%

26 within type 100,0% 100,0% 100,0% 100,0%

%6 of Total 296,5% 5 5% 2,0% 100,0%
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Data — two-way (3 x 3) contingency table

> The crosstabulation does not tell whether the distributional differences are
real or due to chance variation. Chi-square measures the difference
between the observed cell counts and expected cell counts (the frequencies

you would expect if the rows and columns were unrelated).
> Ho: no association between variables (observed counts = expected counts)
> Ha: association between variables (oberved counts * expected counts)

Chi-Sqguare Tests

ASyimp. Sig.
Walle clf (Z2-sicled)
Fearson Chi-Sgquare 2062E2 4 000
Likelihood Ratio 302,442 4 000
Linear-bwy-Linear
Association 14,874 1 .oog
M ofvalid Cases 1818

a. 0 cells (0% have expected count less than 5. The minimurm expected count is 27,78,
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Data — two-way (3 x 3) contingency table

> Chi-Square is useful for determining relationships between
categorical variables, however, it does not provide information
about the strength and direction of the relationship.

- Symmetric measures quantify the strength of an association

- Directional measures quantify the reduction in the error of
predicting the row variable value when the column variable value is
known, or vice versa.

- The values of the measures of association are between O and 1.
O= no relationship
1= perfect relationship

- NB Odds Ratios are more suitable to measure effect size (2 x 2
tables).
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Data — two-way (3 x 3) contingency table

Sy rrirmetric Measures
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waluae Approx=. Sig.
FHoaminal by FHNominal FHhi .41 0 Joon;
Zrarmer's W =290 OO0
—ontingency CTCoaefficient 220 OO0
Ml aorwalid Case= 1212
Directional Measures
Asymip. Std.
Walue Error? Approx. TE Approx Sig.
Hominal by Mominal Lambda Syimmetric OF7 .oor 10178 ,aoo
language Dependent 095 Rujule] 10178 ,aon
tvpe Dependent 000 oo | s -
Goodman and Kruskal language Dependent 079 004 ,oond
tau
type Dependent 081 010 0004
Uncedainty Coefficient Svmimetric 108 ,oo49 10,5745 aono#
language Dependent a7a aar 10,674 ,anne
type Dependent 174 013 10,574 a0n®

a. Mot assuming the null lwpothesis.

h. Using the asymptotic standard error assuming the null hwpothesis.

;. Zannot be computed because the asymptotic standard error equals Zero.
d. Based on chi-square approximation

g. Likelihood ratio chi-square probatility.
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Loglinear analysis

> Three procedures are available for using loglinear models to study
relationships between categorical variables:

- Model Selection Loglinear Analysis
- General Loglinear Analysis

- Logit Loglinear Analysis
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Model Selection Loglinear Analysis

> ldentify models for describing the relationship between categorical
variables.

> Find out which categorical variables are associated
> Find the "Best" Model

> Fits hierarchical loglinear models to multi-dimensional
crosstabulations using an iterative proportional-fitting algorithm.
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Models and t
Odels and parameters log pwy =log of the expected cell frequency

> Independence model of the cases for cell 1

WERELR Lo =ronstant
log 5= 4+ ! +1° |
3 ol B =yariables
> Saturated model s =categortes within the vartables

o Mt =mam effect for variable |
log us= 4 741 +757 + 15" ¢ =matn effect for vartable 2

. Hierarchical model Wik =interaction effect for vartables 1 2 and 3

log 1= 1.+ 4 452 D+ 2+ DS 4 03 + gl
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Similarities to regression and ANOVA

general linear model:
COuatcome — (MhModeli) + errors

itmultipple regression:

Fi=(bo+ D11 +bzaxNz + 00+ DTy + =i
B Pl R A

Outcome: = (bo + 1A+ DzBs +— Dz ARG + =i

Loglinear model:

11 <) = I MhIodeli)y + i si)
11u %) = (bo Ho1A: + Lz2B; = ABG) + i ss)
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Running Model Selection Loglinear Analysis

vat MAYBEC.sav [DataSet2] - SP55 Data Editor
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File Edit

Yiew  Dsta

Transform  Analyze  Graphs

Ltilities  Add-onzs Window  Help

File  Edit

Wiewe Data  Transform

Analyze  Graphz  Uilties  Add-ons

Window  Help

FHE @ o0 EER A A2 E4F 0%

CHA E 00 LEE A df E0E S0

X

Marne | Type | Yalues || Measure ‘
25" EMEUERP | WeightCasesL 1 |Ianguage Murneric {1, Morweqi... ﬁScale
language type fregquency var var jar L2 |tye Numeric — {1.¥2}. & Scale
1 1 1 B9E 00 3 frequency Mumetic Mone & Seale
| ﬂ
: 1 2 i : ~Value Labels
3 1 a 88,00 B
1P 1 518,00 7 vael |
5 9 9 200 5 Label | |
9 sl 1=
b 2 a 5,00 =
1 2 ="WPmayhe.."
73 1 369,00 1? H—
83 2 9% 110 -
9 a a 4800 13
10 14
15 [ CK ” Cancel H Help I
16
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Running Model Selection Loglinear Analysis

Analyze Graphs  Uilties  Add-ons  Window  Help
HEEDHE .I ﬁ frequency
Dezcriptive Statistics b
Tahles b E

compare Means

izeneral Linear Model
izeneralized Linear Models
Mized Madels

Correlate

Regreszion

Loglinear

Meural Metworks

Clazsify

c.i Model Selection Loglinear Analysis

X
e | ool |
langusger? 71 i
typel? 7 Options..

»
b I Define Range... i it Loglinear Analysis: Defing: Range
. Number of cells: 0 pgi
Ir 21111 .fin-::l unsaturated model that -
provides the best fit to the data | % | | el

-Model Building

|_ Continue ” Cancel || Help

' )

] (%) Use backward elimination;
drops non-significatt terms 1n each round
| (") Enter in single step

b In General...

Maximum steps;

Probahbility for removal;

[
‘

|| Reset || Cancel || Help |

b | 10 hodel Selection..

4 FIIII.-IF‘ Logt... i
i ok |

non-hierarchical model (not recommended)
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i Loglinear Analysis: Model va2 Loglinear Analysis: Options x|
rSpecify Model B,
e -Display——— Plot
O)puated] () Custom
Freguencies [ Reziduals
Factors: Generating Class:
1 ) 1 ) .
AEVELE A saturated model contans all mam effects and imteractions Residuals |:| tormal Probabilty
type

(predicts the frequencies perfectly)

-Display for Saturated Model
-Build Term(s)—
Tyge: Parameter estimates As=ociation table

o
-Model Criteria
Maximum iterations: (20

Select Custom to specify only a subset of mteractions COnYergence: [Defaurt -
ot to specify factor-hy-cowvariate interactions.

3

Delta:;

| Cancel | | Help

L Cantinue

lCorﬂinue_[ Cancel H Help l
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Output Model Selection Loglinear Analysis
> Cell Counts and Residuals (saturated model)
> Convergence Information
> K-Way and Higher-Order Effects
> Parameter Estimates
> Partial Associations
> Backward Elimination Statistics

> Goodness-of-Fit-Tests
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Convergence Information

Convergence Information

Senerating Class language*type

Humber of terations 1
Max. Difference between

Chserved and Fitted aoo
Marginals

Convergence Zriterion 484 4156

Comvergence Information®

Generating Class language*type

MHumber of terations 0
Max. Difference between

Cbserved and Fitted aon
Marginals

Convergence Criterion 424 416

a. Statistics far the final model atter Backward Elimination.



5 7 university of
groningen

05-06-2009 | 22

K-Way and Higher-Order Effects

K-Way and Higher-Orier Effects

Likelihond Ratio Fearson

Mumber of
f Chi-Square | 5i0. | Chi-Sguare | Sig. lterations

2610 048 Qo0 | 2644 165 il
308 442 o0 | 306153 JIlli

2301 fidf 0o | 2338015 000
308 442 000 306,153 000
3. Tests that k-way and higher order effects are zer.

Effets?

K
Koy and Higher Order 1
)i
1

K-ty Effects®

=  Fe= | = OO
e B s B LR B s

b, Tests that k-way effects are zem.
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For Design 1, at least one cell count is zero. The parameter estimates for this
saturated model are therefore not computed.

Add 0,5 to each cell in case of structural zero’s (empty cells in the

crosstabulation)

Parameter Estimates

rl?naertanla 95% Confidence Interval
Effert r Estimate Std. Error il Sin. Lower Bound Lpper Bound
language™type 1 JA36 237 2,260 024 NiFa 1,000
2 -1,681 A6S -3,611 ,aon -2,58493 -, TBB
3 roz 187 3,759 ,aon 336 1,068
4 -, 121 348 -,348 28 -804 a6
language 1 =217 236 -.820 ,358 -,B30 246
2 - 678 185 -3,655 ,aon -1,042 -,314
type 1 2,333 136 17,143 ,aon 2,066 2,594
2 -1,998 261 -¥ 654 ajuju] -2 5049 -1,487
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Partial Associations

Partial Associations

Partial Chi- Murmber aof
Efferct it Scuare =i lterations
language 2 ra. a8y aan 2

typ e 2 2225 754 qujuln; 1
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Step Summanry
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Murmber of
4 Effects Chi-Sgquare® df Sig. lterations
0 Generating Class® language™iyp
o ,000 ]
Deleted Effect 1 language™yp 308 442 4 000 2
a , '
1 Generating Class® language™typ
a 000 1]

a. At each step, the effect with the largest significance level for the Likelihood Ratio Change is deleted, provided the

significance level iz larger than 050
b. Statistics are displayed for the best model at each step after step 0.

c. For 'Deleted Effect’, this is the change in the Chi-Square after the effect is deleted from the model.

>

Step 0. The model generated by the two-way interaction of factors; that is, the saturated
model, is considered. This model also contains the main effects. The two-way interaction
is tested for significance by deleting it from the model. The change in chi-square from the
saturated model to the model without the two-way interaction is tested and found to be
significant (significance value < 0.05). Thus, this interaction term cannot be dropped from

the model.

Step 1. Since the two-way interaction could not be removed from the model, there are no
more terms to test. Thus, the final model includes the two-way interaction and the main

effects.
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Goodness-of-Fit-Tests

> The goodness-of-fit table presents two tests of the null hypothesis that the
final model adequately fits the data. If the significance value is small
(<0.05), then the model does not adequately fit the data. The goodness-of-

fit statistics are based on the cell counts and residuals.Here, the model
perfectly predicts the data.

Foodness of-Fit Tests

Chi-=quars df =1 1=
Likelihood Ratio 000 o

Fearson o000 i
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Multi-way tables

> Cross tables can be extended/refined, i.e. more factors can be added to the
table.

> In addition to language and type, information about other epistemic
elements in the clause (auxiliaries, adverbs, particles etc.), the finite verb
(modal or not), the type of subject (pronoun or not), etc. can be added.

> 2Xx2Xx2table
language (Danish / Norwegian) * type (V2 / NV2) * Vf (modal / other)
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Three-way (2 x 2 X 2) contingency table

YT * type * language Crosstabulation

ype

l[angugde W R Total
norwegian T modal Count 128 10 138
Expected Count 1224 148,58 138,0
other Count AES ra Ad6
Expected Count 573,45 7T2.A G450
Total Count GO 28 ra4
Expected Count G960 28,0 7840
danish W modal Count 118 3 121
Expected Count 1178 3,2 121,0
other Count 400 11 411
Expected Count 400, 2 10,8 411.,0
Total Count q18 14 a3
Expected Count 5180 14 0 5320
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Convergence Information

Conwvergence Information

Generating Class language™type™wr

Hurmber of terations 1
ax. Difference between

Chsemved and Fitted Jaan
Mardinals

Convergence Criterion aEa

Comvergence Information®

Generating Class language*ype, language™yr

Humber of terations 0
Max. Difference betweean

COhsemved and Fitted Jaan
Marginals

Convergence Criterion Ratat=

a. Statistics far the final maoadel after Backward Eliminatian.
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K-Way and Higher-Order Effects
test whether removing terms siznificantly affects the &t of the mode] (p=0.03)

K-Way and Higher-Orier Effects

Likelihood Ratio Pearson

Murnber of

. if Chi-Souare S, Chi-Souare S, lterations
Eﬁway gnd Higher Order 1 7| 1720006 0oo | 1840511 00 I
Bits 2 $ | espaz | oo0 | 42343 | 000 2
3 1 401 H27 428 13 3
Keway Effacts? 1 3| 1674364 oo | 1798167 0o I
i 3 45 241 0o 41 414 000 I
3 1 A1 A7 A28 413 I

a. Tests that k-way and higher order effects are zero.
h. Tests that k-way effects are zern.
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Parameter Estimates
Fnaerti 95% Confidence Interval
| Effect t Ectimate [ Std. Error i 2l Lower Bound | Upper Bound
languagetype™t 1 [RY L il 435 - 104 243
languagetype 1 - 324 088 | -3656 00 - 487 - 140
language™yf 1 - 136 0as | 1542 123 - 310 037
type™f 1 (62 88 01 483 - 111 235
language 1 A3 033 4875 00 258 05
type 1 1,445 088 | 16,326 a0 1,271 1,618
Wf 1 - 738 088 | -8343 00 - 4132 - Hifif
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Partial Associations

Partial Associations

Fartial Chi- Murmber of

| Effect df Sguare S0 lterations
language*ype 1 36,288 ooo 2
language™/f 1 4 085 043 2
type™vt 1 2547 11 fi
languane 1 43 554 oo 2
fype 1 1106, 776 aaa 2
i 1 518 033 (000 2
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Backward Elimination Statistics

Baclkward Elimination Statistics

Step Summany
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Humiber of

Stepd Effects Chi-Sgquare” of Sig. terations
] Generating Classk languane*hyp
ey aan o
Deleted Effect 1 language*typ
ey 401 1 a2T 3
1 Generating Class®? language*typ
=
language™.T, 401 1 =
trpe™usrt
Deleted Effect 1 language™typ I 788 1 ann 2
(= ' '
2 language™ T 4,085 1 043 z
3 type™uf 2,542 1 111 2
2 Generating Class? language™tyvp
= 2,943 2 230
language™s T
Deleted Effect 1 language™tyvp 37 451 1 aoon =
(= ' '
2 language™wrf 5,248 1 02z 2
3 Generating GlassP language*typ
= 2,943 2 230
language™ T

a. At each step, the effect with the largest significance level for the Likelihood Ratio Change is deleted, provided the

significance level is larger than 050
b. Statistics are displaved for the best model at each step atter step 0.
c. For 'Deleted Effect’, this is the chandge in the Chi-Square after the effect is deleted from the model.
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Backward Elimination Statistics

>  Step 0. This model includes all interactions and main effects. The three-way interaction is
tested for significance by deleting it from the model. The change in chi-square from the
saturated model to the model without the three-way interaction is tested and found to be
not significant (significance value > 0.05). Thus, the three-way interaction term can be
dropped from the model.

>  Step 1. The model generated by all two-way interactions is considered. This model also
includes the main effects. Each two-way interaction is tested for significance by deleting it
from the model. Since the significance value for the change in chi-square for the effects
language*type and language*Vf is less than 0.05, these terms should be kept in the
model. The effect type*Vf can be dropped.

>  Step 2. The retained two-way interactions language*type and language*Vf are considered.
None of them can be removed from the model (significance value < 0.05), there are no
more terms to test.

>  Step 3. The final model includes the main effects and the two-way interaction terms
language*type and language*VA.
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Goodness-of-Fit-Tests

stall values of chi-square statistics indicate a good model

Goodness-of-Fit Tests
Std.
| langygge  type  Af Residuals | Residuals Chi-Sguare if i,
horwegian Y2 rodal 7,480 495 | Likelihood Ratio 2043 2 230
other -5.490 -,228 | Pearson 2674 2 23
Y2 modal -5,440 -1,395 | The goodness-of-fit tahle presents two tests
qthar £ 48] gag | of the null hypothests that the final madel
Tarial 77 Tl ' ' adequately fits the data. Ifthe significance
anis Mmoed 184 U7 | value is small (<0.05), then the model does
other - 164 -009 | not adequately fit the data. The goodness-of-fit
MNYZ  moidal 184 _103 | statistics are based on the cell counts and residuals.
other ' ' Here, the final (unsaturated) model fits the data
184 56 well, 1e., the difference between observed counts

Restduals should constst of posttive and negative vatues of approzimately  [data] and expected counts [model] 15 not
equal magnitudes and should be smaller than 2 (standardized residuals).  significant (p >0.05).
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Related procedures

Model Selection Loglinear Analysis is useful for identifying an initial
model for further analysis in General Loglinear Analysis or Logit Loglinear
Analysis.

> General Loglinear Analysis uses loglinear models without specifying
response or predictor variables. It has more input and output options, and
Is useful for examining the final model produced by Model Selection
Loglinear Analysis. Either a Poisson or a multinomial distribution can be
analyzed.

> Logit Loglinear Analysis models the values of one or more categorical
variables given one or more categorical predictors using logit-expected cell
counts of crosstabulation tables. It treats one or more categorical variables
as responses (independent), and tries to predict their values given the
other (explanatory/dependent) categorical variables.
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Related procedures

> If there is one dependent variable, you can alternately use
Multinomial Logistic Regression.

> If there is one dependent variable and it has just two categories,
you can alternately use Logistic Regression.

> If there is one dependent variable and its categories are ordered,
you can alternately use Ordinal Regression.
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Concluding remarks

+  suitable to analyse complicated multiway-tables

+  robust “ANOVA-like” analysis of complicated contingency
tables

+ Interactions and main effects of factors

+  parameter estimates / partial associations

- individual effect of values of factors cannot be determined
- structural zero’s

- no distinction between dependent / independent variables

- specification of many variables with many levels can lead to a
situation where many cells have small numbers of
observations.
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