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 Introduction 
  - Research design 
  - Variables/Data 
  - Research questions 
  - Expectations (based on CMC coordination research) 

 Method 
  - Multiple logistic regression 
   - assumptions 
  - Model selection 
   - Unclean data 
   - Clean data + assumptions 
   - Exclude an outlier + assumptions 

 Tentative conclusions: best model 
 Questions? 

   



Face identification: CMC coordination game 

Akin to the tangram task 

  - Director: sees 1 face 

  - Matcher: sees 12 faces 

  - Alternated 

  - They have to match (via 

communicating) the one face to the director 

is seeing to one out of the 12 the matcher is 

seeing (Bangerter & Clark, 2003) 
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Matcher 



Director 

Matcher 





Quantified conversation analysis 

Outcome: Success of Trial (binomial) 

Predictors:  

  - 1. Deletes per trial 

  - 2. Typing time per trial 

  - 3. Nr. of text turns per trial 

  - 4. Total trials attempted  

  - 5. Characters typed per trial 

  - 6. Nr. of question marks per trial 



What is the best model for predicitng 

game success in the face identification 

game and which variables are included 

in this model? 

 

What is the influence of cleaning up the 

data on such a model? (regarding AIC 

levels, assumptions) 



  Exploration of (best) predictors… unknown 
  Type of predictor 

 - 1. Deletes per trial = negative 
  - 2. Typing time per trial = negative 
  - 3. Nr. of text turns per trial = negative 
  - 4. Total trials attempted = 
 positive/negative* 
  - 5. Characters typed per trial = negative 
  - 6. Nr. of question marks per trial = 
negative 
 

*cutoff point instead of practice effect 



 Uncertainty or repair hints at decreased 
coordination (deletes, typing time, question 
marks, also related to nr. of text turns and 
characters typed) (Hayashi, Raymond & Sidnell, 
2013). 
 

 High turn rate: lower coherence/coordination 
level (Smith, Cadiz & Burkhalter, 2000;  Herring, 
1999) 
 

 Decreased coordination is assumed to lead to a 
lower success rate (Garrod & Anderson, 1987)  





 Non-normal distribution 
 QQplots and 
Shapiro-Wilk tests 
Confirm this. 
 
See, for example, 
‘Deletes’ 
 
W = 0.74059,  
p-value < 2.2e-16 
 



Completed more than 12 trials 

 

Only first 12 faces 

  - see the actual strategies 

  - nice subset for a pilot study 

 

 

 





 Non-normal distribution 
 QQplots and 
Shapiro-Wilk tests 
Confirm this. 
 
See, for example, 
‘Deletes’ 
 
W = 0.82373,  
p-value = 2.239e-14 
 



Outcome variable: categorical 

Predictor variables: continuous 

 

Non-normal distribution 

 

Binomial 



 Best model: no over/underfitting 
 

 AIC instead of R-squared 
 

 Deviances: related to model fit 
  - “the null deviance measures the 
discrepancy between the intercept only model 
and the data and the [residual] deviance 
measures the discrepancy between the fitted 
model and the data. In other words, the smaller 
the deviance is, the better the model fits the 
data” (Speelman, 2014, p. 24). 
  - the lower the better 
 
 



 Multicolinearity:  
  - predictors should not be too highly correlated. VIF. 
 

 Dispersion:  
  - there should be no over/underdispersion. 
Overdispersion: large difference between residual deviance 
and df  coefficents  will seem more confident than they 
are. Smaller SE’s (Nerbonne). 
 

 Linearity of the logit: 
  “The linearity assumption in logistic regression is (…) 
that there is a linear relationship between any continuous 
predictors and the logit of the outcome variable (…) Look at 
whether the interaction terms between the predictor and its 
log transformation is significant” (Field, 2012, p. 321). It 
should not be significant. 
 



 Full model  best model 
 Forward/backward 
 Critique: “a joke, not based on a theory (…) 

unconstrained coefficients” (Gelman, 2014). 
 Backward better, according Field (2012, p. 265) 

  - supressor effects: when a predictor is 
significant only when another is held constant. 
Forward elimination is more likely to exclude factors 
involved in suppressor effects and consequently 
more likely to make a Type II error (saying 
something is insignificant when it is significant). 
 

 Gives you the model with the lowest AIC . Is it also 
the best model? 
 





 (Best model according to step() also included text turns’. That 
model had a lower AIC (487.4), but was not significantly different 
and in order to avoid overfitting, this model was chosen) 



AIC:  

  - 493.33 vs.  488.84 

 

ANOVA comparison: 

   - p: 0.5339 

  - no significant difference. However, 

this model is simpler, and has an AIC of 

>2 points lower, and is therefore better 

(no overfitting) 

 

 



Best predictors: Deletes & Typing Time 
 

Typing Time: negative 
 

Deletes:  
unexpected positive  
predictor 







AIC: 
   - 228.7 vs. 226.89 
 

ANOVA comparison: 
  - p: 0.3358 
  - no significant difference. However, 
this model is simpler and therefore 
better (no overfitting) 
  - smaller model does differ 
significantly from other smaller models 



 Multicolinearity: 
   - could not use VIF, but deletes/typing 

time/tekst turns are highly corrlated (r > .5)  
assumption violated. 

 
 Dispersion: Binomial response variables rarely 

lead to over/underdispersion 
  - Residual Deviance = 216.89 
  - Df = 197 
  - No over or underdispersion (also checked 
this with ‘family=quasibinomial’ 
 

 Linearity of the logit 
 





Deletes & Typing Time interaction terms 

are in fact significant  problematic 

 

Linearity of the logit cannot be assumed 



AIC: 226.89 

Deviances: 

  - Null: 240.38 

  - Residual: 216.89 

Goodness of fit: 

 1 - pchisq(23.49, 4)    

(difference in deviance, difference in df) 

p = 0.0001010535, better than chance (p 

< .05) 

 



- Regression models for 

binomial response variables 

are not meant to have normally 

distributed residuals 





Multicolinearity: 
   - could not use VIF, but deletes/typing 

time/tekst turns are highly corrlated (r > .5) 
 assumption violated. 
 

Dispersion 
  - Residual Deviance = 207.49 
  - Df = 196 
  - No over or underdispersion 
 

Linearity of the Logit 
 





None of the interaction terms are 

significant 

 

Linearity of the logit can be assumed 



 
AIC = 217.49 
Deviances 

  - Null: 239.71 
  - Residual: 207.49 

Goodness of fit: 
  - 1 - pchisq(32.22, 4)= 1.724908e-06 
  - p < .05 
  - It can be assumed that the model 
performs better than chance 



Odds ratio: “indicator of the 

change in odds resulting from a 

unit change in the predictor” 

(Field, 2012, p. 319) 



“Graphs aren't very useful for showing 
the results of multiple logistic regression; 
instead, people usually just show a table 
of the independent variables, with 
their P values and perhaps the regression 
coefficients”. (McDonald, 2009) 
 

Visualisation of a 5-dimensional model (4 
predictors, 1 outcome) is often too 
complicated 



 1. Best Model/predictors: 
 - Best AIC: 217.49 
  - Includes: Deletes, typing time, nr. of text turns and total  
 trials attempted 
 

 2. Cleaning up the data: 
  - Cleaning the data leads to slightly different and   
 significantly  better models than having unclean data 
 
  - Excluding a very influential outlier leads to a significantly  
 lower AIC, lower deviances, and linearity of the logit 
 

 3. Deletes is a positive predictor in all models: unexpected 
 

 Best predictors: 
  - in and of itself, total trials attempted is the best predictor 



Shoud I exclude more outliers? 

 

Exclude total trials attempted? 

Interpretation of this variable is dodgy… 

 

Shall I add graphs of the multiple logistic 

regression model? 
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