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Abstract

Text categorization is a fundamental task in doc-
ument pocessing, allowing the automated han-
dling of enormous stams of documents in
electonic form. One dif6ulty in handling some
classes of documents is thegence of diffent
kinds of textual eors, such as spelling and
grammatical erors in email, and characterec-
ognition erors in documents that come dligh
OCR. Bxt categorization must worlelrably on

all input, and thus must tolerate some level of
these kinds of pblems.

We describe heran N-gram-based appach
to text categorization that is tolerant of textual
errors. The system is small, fast atbust. This
system worked vemwell for language classifa-
tion, achieving in one test a 99.8% pect clas-
sification rate on Usenet newsgp aticles
written in diffeent languages. The system also
worked easonably well for classifying ticles
from a number of diffent computeoriented
newsgoups accading to subject, achieving as
high as an 80% coect classifiation rate. The
are also several obvious dictions for impoving
the systers’ classiftation performance in those
cases whex it did not do as well.

The system is based on calculating and com-
paring profies of N-gram &quencies. First, we
use the system to computefpes on training set
data that epresent the various categories, e.g.,
language samples or newsgp content sam-
ples. Then the system computes @filer for a
particular document that is to be classii
Finally, the system computes a distance measur
between the documentprofie and each of the
categoy profiles. The system selects the catggor
whose pofile has the smallest distance to the
documens profile. The pofies involved a&
quite small, typically 10K bytes for a categor

training set, and less than 4K bytes for an indi-
vidual document.

Using N-gram fequency mfiles povides a
simple and eliable way to categorize documents
in a wide range of classifation tasks.

1.0 Intr oduction

Electronic documents comedm a wide ariety
of souces. May are geneeted with \arious
word processing softare pakages,and ae sub-
jected to warous kinds of automti scutiny,
e.g., spelling diedkers, as vell as to manal edit-
ing and evision. Mary other documentshow-
ever, do not hae the benefiof this kind of
scutiny, and thus mya contain signitant rum-
bers of erors of wvarious kinds. Email mesgas
and llletin boad postings,for example are
often composed on theyfand sent withoutven
the most cwsoly levels of inspection and crc-
tion. Also, pgoer documents thaare digtally
scanned andun though an OCR system will
doubtless contain taleast some ecanition
erors. It is pecisey on these kinds of docu-
ments,where futher mamal inspection and cer
rection is dificult and cost, tha thele would be
the gedaest benetiin automaic processing

One fundamental kind of documenbpess-
ing is tet categorization, in which an incoming
document is assigned to some-existing cde-
gory. Routing nevs aticles fom a naswire is
one @plicdion for suh a system. Stng
through digtized paer achives would be
another These pplicaions hae the bllowing
chamacterstics:



* The cdegorization must work reliably in
spite of textual erors.

* The caegorization must be dicient, con-
suming as little st@ge and pocessing
time as possik, because of the sheeolv
ume of documents to be handled

* The caegorization must be &le to reca-
nize when a gven document doesot
mach ary caegory, or when it flls
betweentwo caegories. This is because
caegory boundaies ae almost neer dear
cut.

In this paer we will cover the bllowing top-
ics:
e Section 2.0 intvduces N-gams and N-
gram-based simil#ly measues.

» Section 3.0 discussesxtecaegorization
using N-gam frequeny stdistics.

e Section 4.0 discusses testing Nug-
based tet caegorization on a languge
classifcation task.

* Section 5.0 discusses testing Num-
based tet caegorization on a computer
nensgoup dassifcaion task.

* Section 6.0 discusses somevautayes of
N-gram-based td& categorization over
other possile gpproades.

* Section 7.0 iyes some corhgsions, and
indicates diections br further work.

2.0 N-Grams

An N-gram is an N-bhamacter slice of a lorgr
sting. Although in the liteature the tem can
include the notion of an co-occuring set of
charmactes in a sting (eg., an N-gam made up
of the frst and thid chamacter of a wrd), in this
paper we use the ten for contiguous slices oyl
Typically, one slices the shg into a set of wer
lapping N-gams. In our systemye use N-gams
of several different lengths simltaneoust. We
also @pend Ianks to the bginning and ending
of the sting in oder to help with mizhing
beginning-of-word and ending-of-ard situa-

tions. (We will use the undscoe cdarmcter (")
to represent kanks.) Thus, the word “TEXT”
would be composed of thelfowing N-grams:

bi-grams: T, TE,EX, XT, T_
tri-grams: _TE,TEX, EXT, XT_,T_ _
quad-gams: TEX, TEXT,EXT_,XT_ T

In geneal, a sting of lengthk, padled with
blanks, will have k+1 bi-gams, k+1tri-grams,
k+1 quad-gams,and so on.

N-gram-based ntaehing has had some suc-
cess in dealing with nois&SCII input in other
problem domainssud as in integpreting postal
addresses ([1] and [2])in text rethieval ([3] and
[4]), and in a wide arety of other ntural lan-
guage pocessing pplicaions[5]. The key bene-
fit tha N-gram-based ntaehing provides deives
from its \ery naure: since gery stiing is decom-
posed into small pts, ary erors thd are pesent
tend to dfect ony a limited umber of those
pats, leaving the emainder intact. If w count
N-grams th&are common to tw stings, we get
a measuw of their similaity that is resistant to a
wide \ariety of textual erors.

3.0 Text Categorization Using N-
Gram Frequeng Statistics

Human languges irvarably have some wrds
which occur moe frequenty than othes. One of
the most common sys of epressing this idea
has become knen as Zipfs Law [6], which we
can e-stde as bllows:

Thenth most common wrd in a human langue
text occus with a fequeng inversely propor
tional ton.

The implicdion of this lav is thd there is
always a set of wrds which dominaes most of
the other wrds of the languge in tems of fre-
gueng of use This is tue both of wrds in gn-
eral, and of vords tha are specift to a paticular
subject. Fuhemore, there is a smooth contin-
uum of dominance im most fequent to least.
The smooth nare of the fequenyg cuwves helps
us in some ays, because it implies thave do
not have to worry too rmuch aout specifi fre-
gueng thresholdsThis same bl holds,at least



FIGURE 1. N-Gram Frequencies By Rank ImPA Tedhnical Document
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approximately, for other aspects of human lan-

guages. In paticular, it is true for the fequenyg
of occurence of N-gams, both as infction
forms and as mpheme-like word components
which cary meaning (See kgure 1 br an &am-
ple of a Zipfan distibution of N-gam frequen-
cies flom a tebnical document.) Zip§ Lav
implies tha classifying documents with Nrgm
frequeng stdistics will not be ery sensitve to
cutting of the distibutions a a paticular rank. It
also implies thiif we ae compang documents
from the same ¢egory they should hae similar
N-gram frequeny distributions.

We hare huilt an expeltimental text caegori-
zaion system thiauses this idea.iffure 2 illus-
trates the werall daa flow for the system. In this
scheme we stat with a set of pe-existing text
cdegories (sut as subject domainspif which
we have reasonhbly sized samplessay, of 10K to
20K bytes eah. From thesewe would geneste
a set of N-gam frequeng profiles to epresent
eat of the ceegories. When a n& document
arives br dassifcaion, the system fst com-
putes its N-gam frequeng profile. It then com-
pares this pofile against the pofiles for ead of
the caegories using an eagsilcalculded distance
measue. The system lassifes the document as
belongng to the ctegory having the smallest
distance

3.1 Generating N-Gram Frequencg
Profiles

The hubble in FHgure 2 ldelled “Genekte
Profile” is very simple It merly reads incoming
text, and counts the ocawnces of all N-tams.
To do this,the system peofms the 6llowing
steps:

Split the tat into searte tokens consist-
ing only of lettess and postiophes. Digs
and punctugon ae discaded Pad the
token with suficient Banks bebre and
after

* Scan dwn eat token, genesting all pos-
sible N-grams,for N=1 to 5. Use positions
tha span the pating Hanks,as vell.

* Hash into a thle to find the counterdr the
N-gram, and incement it. The hash tale
uses a corentional collision handling
medanism to enser thd eadr N-gram
gets its @vn counter

* When doneoutput all N-gams and their
counts.

* Sott those counts intceverse oder ty the
number of occuences. kg just the N-
grams themsebs, which ae nav in
reverse oder of frequeng.



.FIGURE 2. Dataflow For N-Gram-BasedText Categorization
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The resulting fie is then an Nsgm fre-
qgueng profile for the documentWhen we plot
the frequencies in this pfile by rank, we get a
Zipfian distibution gaph very similar to tha in
Figure 2. We can ma& the bllowing informal
obsevations from an inspection of aumber of
different N-gam frequeng profiles for a \arety
of different caegory samples:

* The top 300 or so Nrgms ae almost
always highly corelaed to the languge.
Tha is, a long English pasga éout com-
pilers and a long English pagga adout
poety would tend to hee a gea mary N-
grams in common in the top 300 ea$ of
their respectre profiles. On the other hand
a long pasge in Fend on almost an

topic would hare a \ery different distibu-
tion of the frst 300 N-gams.

The \ery highest anking N-gams ae

mostly uni-grams (N=1) and simpy reflect

the distibution of the lettes of the alpha-
bet in the documertt’languge. After tha

come N-gams th& compise function
words (sub as deteniners) and ety fre-

guent pefixes and stiixes. There is, of

course a long tail to the disitoution of lan-
guage-specift N-gams, and it ges vell

past 300.

Stating aound ank 300 or soan N-gam

frequenyg profile begins to shav N-grams
tha are moe specift to the subject of the



document. These epresent tams and
stems thaoccur \ery frequenty in docu-
ments &out the subject.

* Ther is nothing specialbmut @ank 300
itself, since Zipfs lav gives us in &ct a
very smooth distbution cuve. Raher, we
arived d this rumber mostl by inspec-
tion. Doubtlesspne could do mer eldo-
rate staistics and hoose an optimal cutbf
rank for a paticular gplication.

We should note thidhese obsegtions aply
mostly to shoter documentssud as those &m
nenvsgoups. If documents @ longer, the shift
from languge-specift N-gams to subject-spe-
cific N-grams would like occur &a laer rank.

3.2 Comparing and Ranking N-Gram
Frequeng Profiles

The hubble in Hgure 2 ladelled “Measue
Profile Distance”is also ery simple It meely
takes two N-gram pofiles and calculas a sim-
ple rank-oder stéistic we call the“out-of-place”
measue. This measur detemines hav far out of
place an N-gam in one prfile is from its place
in the other pofile. Hgure 3 dgves a simple
example of this calcution using aéw N-grams.
For eath N-gam in the document pfile, we
find its countgrart in the caegory profile, and
then calculee hav far out of place it is. ér
example in FHgure 3,the N-gam “ING” is &
rank 2 in the documeniut a rank 5 in the ci-
gory. Thus it is 3 anks out of placdf an N-gam
(sudh as"ED” in the fgure) is not in the dagory
profile, it takes some maxiom out-of-place
value The sum of all of the out-of-placeales
for all N-gams is the distance measuor the
document fom the céegory. We could also use
other kinds of stigstical measws Dr ranked lists
(sudh as thewilcoxin rank sum test). Hoever,
the out-of-place scer piovides a simple and
intuitive distance measeirtha seems to wrk
well enough ér these prof-of-concet tests.

Finally, the ubble labelled “Find Minimum
Distance” simply takes the distance measgr
from all of the ctegory profiles to the document
profile, and pi&s the smallest one

4.0 Testing N-Gram-BasedText
Categorization on Language
Classification

Most wiiting systems suppbmore than one lan-
guage. For example nealy all of the languges
from the brmer Swiet Union use the Cillic
sciipt. Given a tet tha uses a paicular witing
system,it is necessgrto detemine the languge
in which it is wiitten bebre furtther piocessing is
possilte.

There ae seeral broad gproades to the
languaye dassifcdion problem. One obious
technique is to kep a lexicon for ead possilte
languae, and then to look upvery word in the
sample tgt to see in Wich lexicon it falls. The
lexicon tha contains the most evds from the
sample indictes which languge was used

However, building or obtaining epresenta-
tive lexicons is not necesshr easy especialy
for some of the lesseised languges. Futher
more, if the languae is highy inflected that is,
using maw different forms for eat word to indi-
cae casetense or otherttibutes,then either the
lexicons nmust become seral times lager to gt
the necessgr word indusion, or one nust
develop some langug-specift moipholagical
processing to educe diferent forms to their
stems. knally, if the tet is the esult of an OCR
process,thele ma be ecanition erors due to
poor imae quality and these will dismt the lex-
icon lookup pocess.

Another g@proad to languge dassificaion
involves the use of Nrgm anasis. The basic
idea is to identify N-gams whose occuence in
a document iges stong evidence br or aainst
identificaion of a tet as belonong to a paticu-
lar languge. Although this has been done be,
it makes a god test caseof our tet caegoriza-
tion method We can use the Nrgm frequenyg
profile tednique to tassify documents acadr
ing to their languge without liilding a leicon
or a set of maholagical processing ules.
Instead we need mely obtain modesyl sized
sample tets (10K to 20K tes),calculde the N-
gram frequeng profiles,and use those tdassify
the documents.



FIGURE 3. Calculating The Out-Of-Place Measue BetweenTwo Profiles
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Note: These pofiles ae for explandory pumposes onl and do
not reflect eal N-gam frequeng stdistics.

4.1 Language Classifcation Testing
Procedure

In this test,our N-gam-based t& caegori-
zdion system ery reliably identified the lan-
guage of electonic mail messges talen from
some of the Usenet wegoups.These mesggs
came in a arety of languges,but were all pe-
sented in standdASCII, with a few typographi-
cal cowventions to handle shc things as
diaciitical makings.The dassificdion procedue
was as dllows:

* Obtained taining sets (dagory samples)
for eat languge to be tassifed Typi-
cally, these taining sets wre on the ader
of 20K to 120K lytes in lengthTher was
no paticular forma requirement,but eat
training set did not contain samples of/an
languaye other than the one itas sup-
posed to epresent.

e Computed N-gam frequeng profiles on
the training sets as desibed dove.

* Computed edtatticle’s N-gam pofile as
descibed dove. The esulting pofile was
on the oder of 4K in length.

* Computed an werall distance measer
between the samplg’piofile and the da-

gory profile for eatr langu@e using the
out-of-place measay and then piked the
caegory with the smallest distance

Sud a system has modest compigiaal and
storage requirments,and is ety effective. It
requires no semantic or content aysé gart
from the N-gam frequeny profile itself

4.2 Language Classifcation Test Dda

For this test,we collected 3713 langga
samples fom the soculture nevsgoup hiear
chy of the UsenefThese n@sgoups ae deoted
to discussionstaout topics elevant to paticular
counties or cultues. Genally, those discus-
sions vere in the languge of the paicular coun-
try/culture, although some tcles were patly or
wholly in English.Table 1 gves a beakdavn of
the rumber of samplesof ead group, the sup-
posed pincipal languge for the goup,the rum-
ber of non-English &cles, the rumber of
English aticles, the rumber of mixed languge
atticles, the umber of aticles tha contain junk
(i.e., not a bog of recanizable text), and the
number of ushle aticles (pue English or puwe
non-English) or the test.

The sample dicles mnged in siz from a sin-
gle line of text to as nuch as 50K ptes,with the



TABLE 1. Breakdown of Articles Fom Newsgoups

Non-
Newsgoup || Language #Art. Engl | Engl. | Mixed | Junk Usable
austalia English 104 0 104 0 0 104
brazil Portuguese 86 46 10 13 17 56
britain English 514 0 509 0 5 508
canada English 257 0 251 3 3 251
celtic English 347 0 345 0 2 345
france Frend 294 200 73 17 4 273
gemary Geman 505 73 408 13 11 481
italy Italian 336 293 23 13 7 316
latinameica || Spanish 275 92 133 5 45 225
mexico Spanish 288 197 66 7 18 263
nethetands || Dutch 255 184 51 15 5 235
poland Polish 127 92 25 7 3 117
portugual Portuguese 97 68 27 0 2 95
spain Spanish 228 176 33 12 7 209
Totals 3713| 1421| 2058 105 129 3478

average aound 1700 ptes. The sample xdrac-
tion program also emoved the usual header
information, sud as subject andeeword identi-
ficaion, leaving only the bog of the aticle. This
prevented ag maches tha were too stongly
influenced i standad header irdrmation for
the nevsgoup (eg., the nevsgoup name or
other lengtly identification phrases). br eat
languae, we also assentd from mamally
selected and edited wegoup aticles an inde-
pendent tining set of 20K to 120K yites in
length. The N-gam frequeng files for these
training sets become the langaapiofiles used
by the dassificaion procedue.

We detemined the twe dassificdion for eat
test sample semi-autoti@ally. Frst, we
assumed thieeat sample s in fct in the lan-
guage coresponding to the dominant langea
for the nevsgroup it came fom. For example we
would epect tha a sample sim the fance
nensgoup would be in Fend. This pioduced a
default dassifcation for eatr sample Then we
classified the sample with the gredue outlined
eafier. We compaed the esulting tassifcation
to the dedult one If there was a dis@pang, that

is, if the dassifcaion procedue identifed the
sample as beingdm some langwge other than
the deéult, we then manally inspected the sam-
ple and gve it a corected tassifcaion, if nec-
essay. We also detenined ly this piocess
atticles which had mixed languges (eg., inter
spesed passges in English and dtuguese) or
junk (no ecanizable body of text) and emoved
them fiom the test sefThe esulting test set con-
sisted of 3478 uste aticles consisting ofea-
sonadly pure samples of a single langea

4.3 Language Classifcation Results

We hae cdegorized the esults along seral
dimensions. Fst, we kept tradk of whether the
original aticle was aer or under 300 \des in
length. Our initial gpothesis was thathe system
would hare moe pohblems dassifying shaer
messges because therwould be a smaller
amount of tet from which to compute N-gm
frequencies. On thehwle the system as ony
slightly sensitve to length. Seconave also ar
ied the mmber of the N-tam frequencies \ail-
able in the pofile for the m#ch, by limiting it to



TABLE 2. Percent Correct Classifcation

Article Length <300| <300| <300| <300| >300| >300| >300| >300
Profile Length 100 200 300 400 100 200 300 400
Newsg oup

austalia 100.0| 100.0| 100.0| 100.0| 100.0| 100.0| 100.0| 100.0
brazil 70.0 80.0 90.0 90.0 91.3 91.3 95.6 95.7
britain 96.9| 100.0| 100.0| 100.0| 100.0| 100.0| 100.0| 100.0
canada 100.0| 100.0| 100.0| 100.0| 100.0| *99.6 | 100.0| 100.0
celtic 100.0| 100.0| 100.0| 100.0| 99.7| 100.0| 100.0| 100.0
france 90.0 95.0| 100.0| *95.0 99.6 99.6 | *99.2 99.6
gemary 100.0| 100.0| 100.0| 100.0| 98.9| 100.0| 100.0| 100.0
italy 88.2| 100.0| 100.0| 100.0f 91.6 99.3 99.6 | 100.0
latinameica 91.3 95.7| *91.3 95.7 97.5| 100.0| *99.5| *99.0
mexico 90.6| 100.0( 100.0| 100.0| 94.8 99.1| 100.0| *99.5
nethetands 92.3 96.2 96.2 96.2 96.2 99.0| 100.0| 100.0
poland 93.3 93.3| 100.0( 100.0| 100.0| 100.0| 100.0| 100.0
portugual 100.0| 100.0| 100.0| 100.0| 86.8 97.6| 100.0| 100.0
span 81.5 96.3| 100.0| 100.0| 90.7 98.9 98.9| 99.45
Overall 92.9 97.6 98.6 98.3 97.2 99.5 99.8 99.8

Note:Asteiisks indicde combinéions of test arables tha did worse than similar combi-

naions using shder pofiles.

statistics for 100,200,300 or 400 N-gams.This
variable did hae an impact on nteh perbr-
mance although ly the 400 N-gam level lan-
guage dassifcation was almost peefct. Table 2
gives the lassifcaion percent corect for eat
combindion of test ariables,while Table 3 gves
the atio of erors committed to samples gr
cessed

These esults shaw some integsting p&ems:

* The dassifcaion procedue works a little
better br longer aticles, but not quite as
much as ve epected

* For the most paythe dassificaion proce-
dure works better the longr the cgegory
profile it has to useol maching. However,
there were some intarsting anomalies,
indicaed ty the cells with astésks on
Table 2. These epresent combirtdons of
test \ariables tha did worse than similar
combindions with shoter piofiles. In other

words, for these casesising moe N-gam
frequencies actugll deceased lkassifca-
tion perbrmance Post motem eamina-
tion of the poblemaic atticles shaved tha
a least par of the dificulty was tha in
spite of the mamal truthing eforts to
remove mixed tet, some aicles still had
passges fom two languaes.The interer
ing passges were mosty in the so-called
signdure Hocks which awre customar at
the end of Usenet tieles. In mixed lan-
guage situadions, this systemwhich used a
forced thoice selectiorhad no god meb-
anism br dealing with tw languge pio-
files with ery similar distance meases
from the aticle. In this caseadling stais-
tics for moe N-gams m& then push one
distance measar slighty ahead of the
other in a hai-to-predict fashion.

Overall, the system vyielded its best pmf

mance ta pofile length of 400 N-gams At this



TABLE 3. Ratio of Incorrect Classifcations To Total Posside Classifcations

Article

Length <300| <300| <300| <300 > 300 >300| >300| >300
Profile

Length 100 200 300 400 100 200 300 400
Newsg oup

austalia 0/12| 0/12| 0/12| 0/12 0/92 0/92 0/92 0/92
brazil 3/10| 2/a0| 1/10| 1/10 4/46 4/46 2/46 2/46
britain 1/32| 0/32| 0/32| 0/32 0/476 0/476| 0/476| 0/476
canada 0/19| 0/19| 0/19| 0/19 0/232 1/232| 0/232| 0/232
celtic 0/18| 0/18| 0/18| 0/18 1/327 0/327| 0/327| 0/327
france 2/20 1/20| 0/20| 1/20 1/253 1/253| 2/253| 1/253
gemary 0/32| 0/32| 0/32| 0/32 5/449 0/449 | 0/449| 0/449
italy 2/17| 0/17| 0/17| 0/17 25/299 2/299 | 1/299| 0/299
latinameica 2/23 1/23 | 2/23| 1/23 5/202 0/202| 1/202| 2/202
mexico 3/32| 0/32| 0/32| 0/32 12/231 2/231| 0/231| 1/231
nethetands 2/26 1/26 | 1/26| 1/26 8/209 2/209| 0/209| 0/209
poland 1/15 1/15| 0/15| 0/15 0/102 0/102| 0/102| 0/102
portugual 0/12| 0/12| 0/12| 0/12 11/83 2/83 0/83 0/83
span 5/27 1/27 | 0/27| 0/27 17/182 2/182| 2/182| 1/182
Overall 21/295| 7/295| 4/295| 4/295| 89/3183| 16/3183| 8/3183| 7/3183

level, the system midassified ony 7 aticles out
of 3478,yielding an oerall classificdion rate of
99.8%.

5.0 Testing N-Gram-BasedText
Categorization on Subject
Classification

The same td caegorization goproad easiy
extends to the notion of using Nagn frequeng
to measug subject similaty for documents tha
are in the same langge Indeed the aproach
extends to a milti-language ddabase vhere both
the languge and the content of the documerd ar
of interest in the etrieval process. In aer to test
this goproad, we used thislassifcaion system
to identify the @propriate nevsgoup for nevs-
group aticles. The aticles for this &peliment
came fom some of the Usenetwegoups.We
wished to see ho accuetely the system wuld
identify which nevsgoup eabh messge origi-

nally came fom. The dassifcaion procedue
was as dllows:

* Obtained taining setsdr eat navsgoup.

For this pupose we used dicles knavn as
frequenty-aslked-question (KQ) lists.
Many newsgoups egulaly pulish sudh
FAQs as a way of reducing taffic in the
group by ansvering questions or discuss-
ing issues thtacome up a lot in thergup.
In this sensgethen, the FAQ for a nevs-
group ties to defiie wha the nevsgoup is
(and is not) bout, and as sut contains
much of the coe teminology for the
group. The FAQs we hae collected &
between 18K and 132K in lengtfihere is
no paticular forma requirement,but the
FAQ should povide adeque coverage for
the subject miger of the nevsgoup.

Computed N-gam frequencies on the
nenvsgoup’s FAQ. These a& eactly the
same as the other kinds of Magh fre-



gueng profiles mentioned eber. The
resulting pofiles ae quite small,on the
order of 10K lytes or less.

e Computed an #cle’s N-gam pofile in a
fashion similar to thafor computing the
profile for eath FAQ. The aticles averaged
2K in length and theesulting aticle pro-
files were on the ater of 4K in length.

* Computed an werall distance measer
between the dicle’s pofile and the mfile
for eah nevsgoup’s FAQ. The FAQ pro-
file with the smallest distance measur
from the aticle’s piofile detemined which
newvsgoup to d¢assify the sample as.

* Compaed the selected nsgoup from
the actual one thetile came fom.

5.1 Subject Classifcation Test Daa

To test this systenwe collected dicle samples
from five Usenet n@sgoups.These ne/sgroups
are shovn in Table 4. We dcose these Ve
because thewere all subfelds of computer sci-
ence and thus wuld provide an oppdunity for
testing hav the system might confuse we
groups thawere someha closely relaed The
article extraction pogram also emoved the usual
header inbrmation sut as subject andeleword
identification, leaving only the bog of the ati-
cle. This pevented ap maches tha were too
strongly influenced ip standad header irdrma-
tion for the n&sgoup (eg., the nevsgoup
name). Br the pofiles, we dose the RQs
showvn in Table 5. Notice thather is somebut
not peréct, overap with the selected mesgoups
for the &peliment:

e There ae FAQs for recgames.g and
comp.obotics, but no aticles from either
group.

* Ther ae two FAQs rlaed to compes-
sion, covering slightly different aeas.

* Ther ae aticles for comp.gaphics, but
no FAQ.

Given this setupwe ran the tassificdion
procedue outlined bove for all 778 nevsgoup

atticles gjainst the 7 selecteddARs. Our esults
are shavn in Table 6. In the thle, we can see the
following stiong esults:

* The secuty FAQ provides 77% cueerage
of alt.secuity.

e The compiles FAQ provides 80% cueer
age of comp.compiles.

* The compession and jgg compession
FAQs taether povide 78% cwerage of
comp.compession.

* The ¢ FAQ picked up ory 3 aticles alto-
gether indicaing tha its coverage is
almost completgl disjoint from the fve
selected n@sgoups.

Ther ae also these sowba wealer
results:

* The obotics AQ pickked up 11 ai dicles
and 23 gaphics aticles. This is pobably
because of theefdive pioximity of these
subfields to pbotics.

* The ai AQ provides ony 30% cwerage of
the comp.ai up. Noticing tha the ai
FAQ is nealy twice as lage as the nd
largest FAQ, we can specuta thd it may
in fact cower too nuch mderal, thus
throwing off the staistical ndure of the N-
gram frequeny measue. This mg also
reflect the &ct tha comp.ai eally consists
of several relaed hut distinct subgpups
(expett systemsconnectionism/neal net-
works, vision systemstheoem povers,
etc) tha hgopen to sha the same mes-
group.

* The aticles fom comp.gaphics were dis-
tributed among the otheARs. This is not
unexpected since & did not intude the
FAQ from comp.gaphics Dr the aticles to
match to. It is inteesting thathe stongest
maching FAQ for these dicles was
jpeg_compession, which covers a com-
pression standdrfor graphical daa, and
thus was a stwong plausike contenderdr
the mach. It eaned a 44% oeerage of
comp.gaphics.



TABLE 4. Article Samples

Group Abbrev. #Articles Covers

alt.secuity secuity 128 | computer secity issues

comp.ai ai 145 | geneal attificial intelligence issues

comp.compiles compiles 66 | programming languge compiles and
interpretes

comp.compession compession 187 | techniques and mgrams br daa com-
pression

comp.gaphics graphics 252 | geneal computer gaphics issues

TABLE 5. Frequently Asked QuestionAr ticles

FAQ Size Origin
secuity 49K | FAQ from alt.secuty
ai 132K | FAQ from comp.ai
compiles 18K | FAQ from comp.compiles
compeession 75K | basic RQ from comp.compssion
jpeg_compession 52K | special RQ from comp.compmssion deoted to the
JPEG standdrfor compessing gaphics déa

robotics 51K | FAQ from comp.obotics
go 21K | FAQ from recgames.g (the game of @)

TABLE 6. Classification Results
Best-Matching Articles from Original Groups
FAQ secuity ai | compilels | compession| graphics
secuity 99 69 2 29 63
ai 3 44 7 1 13
compiles 4 11 53 7 19
compeession 14 5 1 65 21
jpeg_compession 8 4 1 81 113
robotics 0 11 2 2 23
go 0 1 0 2 0
Total 128 145 66 187 252

Overall, the system wrks quite vell given
the someha noisy naure of the nesgoups,
and the necesshr incomplete naure of the RQ
lists. Although we do not angtze it hek, cursory
marual examindion of the esults shaved tha
when the system rnghed an dricle against the

incorrect FAQ, the corect FAQ was gneally the
second hoice Another thing to kg in mind is
tha we did not detemine the actual contents of
eat aticle to see if it ightly belongd to the
group it @peaed in. In Usenet mesgoups,spu-
rious coss-posting of nelevant aticles (eg.,



conference announcementsorf other slighty
relaed eseath aras) does mpen on occasion,

and some of those eupresent in our samples.

Also, it is entiely possilbe for aticles to be tuly
interdisciplinay, eg., an aticle on using
advanced Al techniques or detecting hdceer
intrusion p#tems could @pear in alt.secity.
Sucth an aticle might mach stongly to two
groups sinultaneous.

6.0 Advantages of the N-Gam
Frequeng Tednique

The pimary advantage of this @proad is tha it
is ideally suited br text coming fom noisy
souces sub as email or OCR systenWe oligi-
nally developed N-gam-based pproades to
various document @cessing opetions to use
with very low-quality images sub as those
found in postal adtessesAlthough one might
hope thascanned documents tHand their way
into text collections suithle for retrieval will be
of someavha higher qualitywe epect thathere
will be a lage amount of ariability in the docu-
ment daéabase This vaiiability is be due to sut
factos as scanner ddrencespriginal document
printing quality low quality photocopiesand
faxes,as vell as peprocessing andharmacter ec-
ognition differences. Our N{@m-based $eme
provides pbust access in thade of sub errors.
This caability may male it accptable to use a
very fast it low quality damcter ecanition
module br similaity analysis.

It is possilte tha one could dgieve similar
results using Wwole word stdistics. In this
approad, one wuld use the fqueng stdistics
for whole words. Havever, thele ae seeral pos-
sible problems with this idea. One is thine sys-
tem becomes uoth moe sensiite to OCR
probdems—a single miscanized daracter
throws of the staistics for a whole word. A sec-
ond possite difficulty is tha shot passges
(such as Usenet #cles) ae simpy too shor to
get representtive subject wrd stdistics. By def-
inition, there ae simply more N-gams in a yen
passge than thex ae words, and thee ae con-
sequentl greaer oppotunities to collect enough

N-grams to be signifiant br maching. We hope
to directy compae the perdrmance of N-gam-
based pofiling with whole-word-based pifiling
in the near futwe

Another elaed idea is thiaby using N-gam
analsis, we get word stemming essentigllfor
free The N-gams br relaed forms of a verd
(e.g., ‘advance’, ‘advanced’, ‘advancing’,
‘advancement’ etc) automéically have a lot in
common vihen viaved as sets of Nrgms.To get
equialent esults with vinole words, the system
would hare to perbrm word stemming which
would require tha the system hee detailed
knowledge @out the parcular languge thd the
documents wre witten in. The N-gam fre-
gueny agpproad provides languge indepen-
dence 6r free

Other adlantagges of this pproac are the
ability to work equall well with shot and long
documentsand the minimal stage and compu-
tational requirements.

7.0 CondusionsAnd Future
Dir ections

The N-gam frequeng method povides an ing-
pensve and hight effective way of dassifying
documents. It does soylusing samples of the
desied caegories ther than esoting to moe
complicaed and cosyl methods sut as néural
languaye pasing or assenlimg detailed lei-
cons. Essentiallthis pproact defnes d'catego-
rization by example”method Collecting samples
and lilding profiles can een be handled in a
largely automaic way. Also, this system isasis-
tant to \arious OCR poblems, since it dpends
on the sthstical popeties of N-gam occur
rences and not on wmaticular occurence of a
word.

Although the gisting system akad/ has
demonstated good perbrmance thee is consid-
erable room for further work:

* Cumently the system uses amber of dif-
ferent N-gams,some of vhich ultimaely
are moe dgendent on the langga of the
document than the awds compising its



content. By omitting the dfiatics for those
N-grams which ale etremely common
because theare essentiajl feaures of the
languae, it may be possile to gt better
discimination from those stistics tha
remain. It is also posdi tha the system
should inéude some aditional staistics
for rarer N-gams, thus @ining futther
coverage.

It seems kear tha the quality of the docu-
ment set dects the subject tagorization
periormance We would like to expeiiment
with document sets thhave a higher ver-
all coheence and qualityFor example it
would be inteesting to test this thoique
on a set of tdmical dstacts br several
different aeas. By splitting the seorf eat
area into taining and testing ptions, then
computing the mfile for eat area fom
the taining setwe could eped this exper
iment in a moe contolled way.

In a relaed issuethe quality of the &in-
ing set in gneal gedly affects mé&ching
periormance Although the RQs were
easy to obtain and ark with, other tain-
ing sets might hae pioduced betteresults,
even for these nesgoups. Of necessitya
FAQ lags the goup it covers, since nw
“hot” topics of discussion ka not \et
made it into the &£Q. To test thisjt would
be inteesting to compar the RQ-based
profiles with pofiles deived from a spa-
rate set of dicles from the a@propriate
newsgoups.

The aw match scoes the system pduces
are lagely useless ¥ themseles ecept
for imposing an eerall reldive odeling of
matches br the \arious pofiles. To correct
this, we nmust deise a @od nomalizaion
scheme which would pioduce some sbof
absolute measerof hav good a patcular
match really is. This would allov the sys-

tem to eject some documents on the

grounds thatheir nomalized scoes were
so lav tha the documents did not va
good maches & all. Nomalized scoes
would also let the system deat@ne if a

patticular document ka between two das-
sificaions because of its in@isciplinary
naure. A related idea wuld be to see ho
well the system could pdict which ati-
cles gt closs-posted to diérent goups
precisey because of their intdisciplinay
content.

* This type of document simildy measue
is ideally suited br document fiering and
routing All that a user needs to do is col-
lect a epresentéive set of documents tha
cover the elevant topics,then compute an
overall profile. From tha point on, it is
simple and bea to compute the pfile of
every incoming documentnatch it against
the users overall profile, and accpt those
whose mgh scoes ae suficiently good

e This system cuently handles on lan-
gugges tha are directly representble in
ASCIl. The emeging 1SO-6048/UNI-
CODE standat opens up the possibility of
applying the N-gam frequeng idea to all
of the languges of the wrld, including the
ideagraphic ones.
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