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Abstract

Languagevariationistsstudy how lan-

guagesvary along geographicabr so-
cial lines or along lines of age and
gender Variationist data is available
and challenging, in particular for DI-

ALECTOLOGY, the study of geograph-
ical variation, which will be the focus
of this paper althoughwe presentap-
proachesve expectto transfersmoothly
to the studyof variationcorrelatingwith

other extralinguistic variables. Tech-
niques from computationallinguistics
on the one hand, and standardstatis-
tical datareductiontechniqueson the
other not only shedlight on this clas-
siclinguistic problem but they alsosug-
gestavenuesfor exploring the question
at moreabstractevels, and perhapgor

seekingthe determinantsf variation.

1 Introduction

The study of languagevariation hasalways been
animportantaspecbf linguistic researchlt pro-
videsinsightsinto historical,socialandgeograph-
ical factorsof languageusein society Gilli éron,
the fatherof Frenchdialectology was, for exam-
ple, famousfor shaving thatseverallinguistic di-
visions,runningroughly East-Wstacrosd-rench,
correspondectlosely with well establishedcul-
tural divisions, in particularthe ethnic split be-
tweenslightly RomanizedCeltsin the North, and
thoroughlyRomanizedon-Celtsn the South the

legal division betweerthecommonlaw Northand
the Romanlaw South, and patternsof agricul-
ture and architecture(see Chambersand Trudg-
ill (1980,pp.111-123)).In recentyearstheoreti-
cians have alsoturnedincreasinglyto the study
of dialectsasa meansf demarcatinghe possible
rangeof humanlanguagen moredetail (Benina,

1987). The presentpapersketchessomewaysin

which techniquesrom computationalinguistics
(CL) canbeputto usein the studyof variation.

Languagevariationists study how languages
vary along geographicalbr social lines or along
lines of age and gender Variationist data is
available and challenging,in particular for DI-
ALECTOLOGY, the study of geographicalaria-
tion, which will be the focus of this paper al-
thoughwe presentapproachesve expectto trans-
fer smoothly to the study of variation correlat-
ing with other extralinguistic variables. Most
non-computationastudiesfocuson a smallnum-
ber of featuresand cannotcharacterizeAGGRE-
GATE levels, e.g.,the Bavariandialector the lan-
guageof Londonteenagersysingthesefew char
acteristics. Aggregate characterizationsre elu-
sive becauselarge data sets invariably contain
counterindicatirg tendenciedeadingto the ana-
Iytical challengeof characterizinghotionsof ag-
gregatelevels without simply insistingon theim-
portanceof ones favorite features. Techniques
from computationalinguistics on the one hand,
and standardstatisticaldatareductiontechniques
ontheother notonly shedlight onthis classidin-
guistic problem,but they alsosuggestvenuedor
exploring the questionat moreabstractevels,and
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Figurel: Bloomfield's (1933:328)lassicaldiscussiorof the problemsof determiningdialectareas.The
vowels in Dutch huis, muis ("house’, 'mouse’) were the samehistorically but they do not determine

dialectareassatishctorily.

perhapdor seekinghedeterminant®f variation.

2 Computational Dialectology

Given a large amount of dialect data, there is
a good chancethat one will encounter’noise”,
i.e., inaccurag, non-geographiovariability, and
incompatibility both in the choiceof information
recordedandin the level of detail at which it is
recorded.Therearealsomary linguistic features
to explore,andmary waysof combiningthem. It
is in generala salutaryeffect of a computational
approachthat datais checled for conformity to
specifications.

A secondmuchmoredelayedeffect of a com-
putational approachis the explicitness of data
analysistechniquesand the relatve confidence
thisinspiresin seekingout problemsn data.Ner-
bonne and Kleiweg (2003) postulatethat con-
flicting fieldworkers’ methodsconfound studies
of lexical variation basedon the LAMSAS data
set, available at http://hyde.par k. uga.
edu/lamsas , and they offer as confirmation
the hugelyvarying numberof responsegeritem
which differentfield workersoffered.

But thesearegeneralbenefitsof computational
analysis; specific CL techniqueshave also been
demonstratedo contritute to dialectology We
turnto thesenow.

2.1 Aggregate Differences

Dialectologyhasbeenstudiedfor over a century
and several challengesare well-knowvn. Bloom-
field (1933)inter alia notedthat 1SOGLOSSES—
linesdividing linguistic featureson a map—often
do not overlap and so do not jointly define di-
alectareaqseeFig. 1). Bloomfieldwentonto the
perspicaciougsemarkthat it nonethelesseemed
generallytrue thatlinguistic differencesncreased
with geographiaistance.Coseriu('1956,1975)
noted that the problem of non-coincidingdistri-
butionsis only aggraatedasresearcherexamine
moredatain greaterdetail, noting a tendeng to-
ward“atomism”in the entireline of work. A ma-
jor challengetherefords to move from thelevel of
describingthe geographidistribution of individ-
ual linguistic featuressuchasthevowel in house
or the word usedto describethe instrumentused
to clearsnawv to a more generallevel, that of the



linguistic variety usedin a particularareaor by a
particulargroup.

In order to rise above the atomistic level of
the individual soundsor lexical items, it is ben-
eficial to employ aggrgatemeasuresf distance,
the (non-)identityof lexical itemsontheonehand
(essentiallythe samemeasurgroposedy Seguy
(1971), and elaboratedon by Goebl (1984)—the
two majorfiguresin DIALECTOMETRY, the exact
study of dialectdifferences;anda string similar
ity measurevhich we applyto phonetictranscrip-
tionsonthe other(NerbonneandHeeringa,1998;
Nerbonneetal., 1999;Heeringaetal., 2002). Be-
causethe measuresyield numeric characteriza-
tionsof lexical/phonetialistancejt maybeaggre-
gatedover mary pairsof similar concepts.

But theanalysisof aggr@atelevelsof distances
is problematicfor non-computationaivork, rely-
ing on handcountsof vocalulary differencesor
(atbestymanualalignmentsof phoneticsggments.
Computationabpproachekold the promiseof in-
corporatinglarge amountsof datainto analyses,
andsimultaneouslyemainingconsistenin theap-
plicationof analyticaltechnigques.

2.2 Pronunciation Distance

Noncomputationalanalysestreat pronunciation
dataascateayorical,thusblockingthewayto ause-
ful aggr@ation. A key to aggr@atingpronuncia-
tion datais to find a legitimate numericperspec-
tive. Onesuitablenumericcharacterizationf se-
guencdifferences thestandardCL algorithmfor
the calculationof LEVENSHTEIN distance,also
known as“edit distance”or “sequencedistance”,
which speechrecognitionhasalsoused(Kruskal
11983,1999).The Levenshteimalgorithmassigns
ameasuref differenceto pairsof pronunciations
encodedas phonetictranscriptions.Becauset is
atrue (numeric)measureijt is additive sothatit
is meaningfulto examinethe sum of pronuncia-
tion differencesover alarge collectionof dialectal
material. This provides a view of the aggregate
differenceswe called for above. Kessler(1995)
introduceadheuseof Levenshteirdistanceo Irish
dialects!

1This is the samealgorithmthat is also usedfor align-
ment,e.g.,thealignmentof bilingual texts (GaleandChurch,
1993).

TheLevenshteiralgorithmcalculateghe“cost”
of changingone word into anotherusing inser
tions, deletions and replacements. L-distance
(s1,s2) Is the sum of the costsof the cheapest
setof operationchangings; to s,. Theexample
belawv illustratesLevenshteindistanceappliedto
Bostonianand standardAmericanpronunciations
of sawa girl.

soglrl  deleter 1
sogll  replacd/s 2
Sog3l  insertr 1
Sorogsl

Sumdistance 4
The example illustrates one calculation of dis-
tance. To obtainthe leastcost,we needto guar
anteethatwe examinein principleall possiblese-
guencef operationsandthe Levenshteinalgo-
rithm is in fact effective for this purpose(worst-
time O(mn) ~ O(n?) in time, wheren, m are
the lengthsof stringsto be compared. The ex-
amplesimplifiesour procedurdor clarity: refine-
mentsdueto sgmentsimilarity arenormallyused,
asKesslen(1995),NerbonneandHeeringa(1998)
andKondrak(2000)illustrate.

Heeringa(2003) studiesvariouswaysin which
sequencedistancesmay be generatedfrom ta-
bles of sgmentdistancesjncluding referenceto
acousticdistanceqcurwe distancebetweenspec-
trograms)andthe useof differentfeaturesystems
in orderto inducesggmentdistance.In all these
casesreplacementcosts vary dependingon the
sgmentsinvolved, and, Heeringafurther investi-
gatesdeterminingthe costof insertionsanddele-
tionsvia a distancebetweerisilence’andthe seg-
mentwhich is insertedor deleted. Among other
things,Heeringashavsthatthebestresultsareob-
tainedusing featuresystemswhich had beende-
velopedto measurdidelity in phonetictranscrip-
tion (Vieregge et al., 1984; Alimeida and Braun,
1986). Whatdistinguisheshesesystemdrom sys-
temswhich aredesignedo facilitatethe succinct
statementof phonologicalrules (e.g., Chomsly
and Halle's systemin The SoundPattern of En-
glish) is the following: as segmentsdiffer more
perceptuallytheir featuredescriptiondendto dif-
fer moreformally.

Vieregges (1984) system distinguishesfour
vowel features,adwancementheight, length, and



roundednessaswell asten consonantafeatures,
including place, voice, nasality height, distribu-

tivenessandfive binary mannerfeaturesjnclud-

ing stop,glide, lateral,fricative, andflap.

In a seriesof experimentswe have applied
thesetechniquesto datais from ReeksNeder
lands(d)e Dialectatlasser(Blancquaerand Pée,
19251982)), which contains1,956 Netherlandic

andNorth Belgiantranscription®f 141sentences.

We selectedover 350 dialects,regularly scattered
over the Dutch languagearea, and 150 words
which appeaiin eachdialecttext, andwhich con-
tain all vowels and consonants.Comparingeach
pair of varietiesresultsin a sum of 150 word-
pair comparisons.Becausdongerwordstendto
be separatedy moredistancehanshorterwords,
the distanceof eachword pair is hormalizedby
dividing it by the meanlengthsof the word pair.
Thisresultsin a half-matrix of distancesto which
(i) clusteringmay be appliedto cLASSIFY di-
alects(Aldenderferand Blashfield, 1984); while
(i) multidimensionalscaling may be appliedto
extract the most significantdimensions(Kruskal
andWish, 1978). A mapis obtainedby interpret-
ing MDS dimensionsascolor intensitiesandmix-
ing usinginversedistanceweighting (seeFig. 2).
ThemapsthatareproducedistinguishDutch“di-
alect areas”in a way which non-computational
methodshave beenunableto do, giving form to
theintuition of dialectologistsn Dutch (andother
areas)that the materialis bestviewed asa “con-
tinuum”.

2.2.1 Results

We have confirmedthe reliability of the mea-
surementsshaving that Cronbachs o > 0.95 at
100 words, andwe have validatedthe technique
using cross-alidation on unseenDutch dialect
data,and also by examining alignments,and by
comparingresultsto expert consensugHeeringa
et al., 2002). Ongoing work appliesthe tech-
nique to questionsof corvergence/diergence of
dialectsusingdialectdatafrom two differentpe-
riods (Heeringaet al., 2000). Finally, therehave
beensereral experimentson novel datasets,in-
cluding Sardinian,Norwegian and German. See
http://www.let .r ug.nl /7 heerin ga for
papersonthese.

2.3 Lemmatizing to Ascertain Lexical
Variation

A secondexampleof the way in which CL tech-
niguesmay be of servicein dialectologycomes
from the studyof lexical variation. Lexical datais

obtainedby askingrespondentsvhat words they

usefor certainconceptse.g.,by shaving apicture
of anobject,or by describingit. For example,the
fieldworkersof the Linguistic Atlas of the Middle

and SouthAtlantic StategLAMSAS) asled their
respondentthefollowing:

“If the suncomesout after a rain, you
saytheweatheris doingwhat?”

to which questionthey receved over 40 different
answersijncluding:

clearing clears up, clearingup, fair off,
fairing, fairing off, fairedoff, fairs off, ...

See http://hyde.pa rk .u ga.ed u/

lamsas for an excellent facility for brows-
ing this dialectologicaldata. The problem is
that the data reflectsnot only lexical variation,
but also inflection variation. Since LAMSAS
consistsof 1162 interviews with an average of
160 responses/interwie it is not an option to
sortthe responsdor lexical identity by hand. In
this caseit would have beenideal to apply the
standardCL techniqueof lemmatizingthe data.
Not having a lemmatizerat hand, we applied
the poor mans lemmatizer the Porter stemmeyr
to extract the relevant information from the
strings. It is publicly available at several places.
The example belowv of its output shavs that it
filters a greatdeal of dialectologicallyinteresting
information, but in every casethis is information
aboutmorphol@ical, notlexical variation.

a hundr year a hundred vyear
a hundr vyear a hundred years
abat abated

abat abating

blew blew

blew blewed

ceas cease

ceas ceased

ceas ceases

ceas ceasing
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Figure 2. The most significantdimensionsin averagelevenshteindistance,as identified by multi-
dimensionakcaling,arecoloredred,greenandblue. Themapgivesform to the dialectologiss intuition
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2.3.1 Results

It turnsoutthatlexical variationis considerably
lessconsistenthanpronunciatiorvariation,shav-
ing aCronbachs o = 0.62 at65 words. To obtain
similar levels of consisteng aspronunciationwe
shouldneedan orderof magnitudemoredata.On
the one handthis reflectsthat fact that pronunci-
ation containsa good dealmoreinformationthat
lexical identity alone,sincethe averageword con-
tainsalmostfive sggments We normalizefor work
length,but sincethenormalization(anaveragedif-
ferenceper sgment) stabilizesthe measure the
larger numberof segmentsstill playsarole in ex-
plaining the greaterconsisteng of pronunciation.

rug. nl I~ ner bonne/

The effect of the larger numberof componentss

not sufiicientto explain the greaterconsisteng of

pronunciationdata, however. It remainsthe case
that pronunciationis the bettermeasureand we

suspectthat this is due to the fact that lexis is

simply more volatile than pronunciation. While

pronunciationgendto be stable,we acquirenen

wordseasilyandin greatnumbers.

In still unpublishedwork we examinethe de-
gree to which pronunciationand lexical varia-
tion correlate.Dialectologistgenerallyclaim that
thesawo levels“coincidefairly well” (Kurathand
McDavid, 1961), but whenwe calculatethe cor-
relationbetweenrlexical andpronunciatiordiffer-



encesin the LAMSAS data (which Kurath and
McDavid wrote about), we do not find a partic-
ularly strongcorrelation,viz., »r = 0.65. If we
think of a linguistic variety asa coherentcollec-
tion of linguistic materialsubjecto thesamepres-
suresto conformity—bothasa sign of socialbe-
longing and more profoundly as a requisite for
communication—thewe mighthave expectedhe
variouslinguistic levels suchaspronunciatiorand
lexis to correlatemoreclosely

3 Toward Explanation

The distance-basedharacterizatiorof language
variationprovidesa novel perspectie onthe char

acterizationof the geographicaldistribution of

linguistic variants. Although the distribution of

concretdinguistic featureshasresistedaggregate
characterizatiomndthereforeexplanation,it may
turn out thattherearesatisfyingexplanatorychar

acterizationsof the linguistic distance between
variants. Fig. 3 shaws the resultof a regression
analysiswhich soughtto explain pronunciation
distancein terms of geographicabistancefor a
smallsetof Dutchdialects.The form of the ques-
tion in Fig.3 was alsoimplicit in Seguy (1971),
who, however, focusedon lexical variation. The
sampleof sites(towns)waschoserto stretchalong
a line from the Southwesto the Northeasiof the
Dutch speakingarea. Pronunciatiordistanceand
thelogarithmof geographialistancecorrelatedn

this samplehighly (r = 0.89), so pure geogra-
phy appeargo accountfor 80% of the the vari-

ancein the data(r?> = 0.8). Although further
work hassuggestedhat the sampleof towns and
villages was chosenin a way that inflated these
figures (more typical levels rangefor the Dutch

datasuggest ~ 0.75 asa generalevel, anddata
from otherlanguage®ften yields still lower lev-

els), still the form of the analysisis suggestie as
an approachto askingfor the determinant®of di-

alectalvariation.

Trudgill (1983, Chap. 3) calls for more at-
tentionto the questionwhat determinedinguistic
variation—andHeeringaand Nerbonnes (2002)
analysissketchedabove suggestsa path toward
answers.We may begin to inquire aboutthe de-
terminantsof linguistic variationfrom a different
perspectie. For a first example, if sheergeo-

graphicdistanceis a good predictorof linguistic

(pronunciation)difference,shouldnt travel time

be somevhatbetter sinceit is likely to predictthe

chanceof socialcontactmoreaccuratelyZTanwe

shaw this more corvincingly by examining vari-

ationin countrieswith varying geographiese.g.,

mountainranges? Second,older mapsand dis-

cussionsoften partition dialectsinto seseral non-

overlappingareas,suggestinghat linguistic dis-

tancesoughtto be predictedby these.The names
of areaseven suggesthat 'tribal’ history played
arole (involving, e.g., Franks,Saxons,Aleman-
nians, and Bavarians). Which is the better pre-

dictor, geographyor tribal area? Third, Trudg-

ill's own “gravitational” model suggestghat ge-

ographytogetherwith settlemensizeshouldpre-

dict best,andthis is plausible,given their effect

onthechanceor socialcontactwhichin turn ex-

ertspressurdo reducevariation(in orderto allow

communication).At leastwe have the methodol-
ogy to addresssuggesiuestionggiven the back-
groundof work sketchedabore.

Let me emphasizehatthe last paragraphs in-
tendedto inspireratherthanto report. We have
notdemonstratedvhatthe determinant®f dialect
distanceare,andwe shouldnot be misunderstood
asclaiming this. But the applicationof CL tech-
niqueshasled to the developmentof a measure
thatcanclaim to reflectpronunciatiorandlexical
differencesfaithfully, and this opensthe way to
standardquantificationalanalyseof thesediffer-
ences.

4 Conclusions

Therehave beenseveralimmediatebenefitsto ap-
proachingdialectologycomputationally Several
studieshave involved digitizing large amountsof
data and implementingsoftware such as lexical
analyzersto ensureconformity to specifications.
As we have cometo trust the techniquesdevel-
oped,we have on occasionsuggestedhat some
datais confoundedn subtleways(Nerbonneand
Kleiweg, 2003).

This paperhasfocus on the the applicationof
string edit distanceto phonetictranscriptionson
theonehandandtheuseof lemmatizatioror stem-
ming on the other Edit distanceprovidesa mea-
sureof pronunciationdistancewhich may be ag-



average Levenshtein distance

= observed

= logarithmie

geographic distance

Figure3: Averagepronunciationdistancesasa logarithmfunction of geographiaistances.Pointsare
connectedn orderto illustratethe rangeof variationfor averageLevenshteinpronunciation)distance.
Notethatthelogarithmicline seemdo overestimatehe pronunciatiordifferencesssociatewith greater
distancesReproducedrom HeeringaandNerbonng2002).

gregatedover large samplesf phonetictranscrip-
tionssolvedalong-standingroblemin thechoice
of featureson which dialect divisions shouldbe

basedand providing a firmer foundationto the

frequentlyvoicedsentimenbf dialectologistghat
they were dealingwith a “continuum” of varia-

tion. The applicationof stemmingor lemmati-
zation is less ambitious, but nonethelessllows

a systematicview of lexical variation abstracting
away from inflection that would otherwisebe in-

feasible.

Theseand other computationalforays enable

a reformulationof key dialectologicalquestions.

We can,for example,reformulatethe questionof
the determinantsf dialectal variationin a way
that focuseson distance ratherthanon the con-
creterealizationof particularlinguistic variants.
Weillustratedthis opportunityby providing there-
sultsof a regressionanalysisin which we predict
dialectologicaldistanceas a logarithmic function
of geographicallistance. It is clearthat similar
analyses.gexploring the importanceof otherfac-
tors,maybe carriedout straightforvardly.

4.1 Prospectus

Computationalinguisticsis oftendefinedas“the
scientificstudyof languagdrom a computational
perspectie” (see,e.g., the definition which the
Associationfor ComputationalLinguistics offers
at its web site, http://www.aclwe b. org/),
which oughtto interactbroadly with lots of lin-
guisticsubfields sincelLinguisticsis normallyde-
fined as“the studyof language’(seethe web site
of the Linguistic Society of America at http:
/lwww.Isadc.org/ ) butin practicetheres of-
ten a narrav focus on morphology and syntax,
perhapgogethemwith lexical semanticsandtheir
processingWorse,outsiderscommonlyview CL
aslimited to computationabpplicationshaving to
do with language.But thereare opportunitiesfor
computationatontrikutionsin any numberof sub-
fields of Linguistics. This paperhastried to illu-
minatework on onesuchsubfield,but | hopethat
it will encouragenore.
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