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Abstract

In this paper a range of methods for measuring the phonetic dis-
tance between dialectal variants are described. It concerns variants of
the frequency method, the frequency per word method and Levensh-
tein distance, both simple (based on atomic characters) and complex
(based on feature bundles). The measurements between feature bun-
dles used Manhattan distance, Euclidean distance or (a measure us-
ing) Pearson’s correlation coefficient. Variants of these using feature
weighting by entropy reduction were systematically compared, as was
the representation of diphthongs (as one symbol or two). The dialects
were compared with each other directly and indirectly via a standard
dialect. The results of comparison were classified by clustering and
by training of a Kohonen map. The results were compared to well-
established scholarship in dialectology, yielding a calibration of the
methods. These results indicate that the frequency per word method
and the Levenshtein distance outperform the frequency method, that
feature representations are more sensitive, that Manhattan distance
and Euclidean distance are good measures of phonetic overlap of fea-
ture bundles, that weighting is not useful, that two-phone representa-
tions of diphthongs mostly outperform one-phone representations, and
that dialects should be directly compared to each other. The results
of clustering give the sharper classification, but the Kohonen map is a
nice supplement.



1 Introduction

In traditional dialectology, maps are divided into dialect areas on the basis
of isoglosses or with the use of the arrow method (DAAN AND BLOK 1969).
However, isoglosses often simplify dialectal reality too much, not only when
isoglosses fail to coincide (or even cross), but more importantly, when lan-
guage varieties are dispersed through migration or war. The arrow method
can only be used if dialect areas are contiguous. This paper features compu-
tational dialect comparison and classification methods. First we show three
comparison methods and several variations on them, and next we show
two classification methods. By using these methods, the problems signalled
above are solved. On the basis of the output of the comparison methods,
the dialects can be classified.

2 Dialect data

The data used for comparing dialects comes for the most part from the
'Reeks Nederlands(ch)e Dialectatlassen’ (RND), which was compiled by
(BLANCQUAERT AND PEE 1925-1982). From these atlases we chose 104
dialects. They were chosen to contain “easy” cases as well as difficult ones.
The 104 dialects are evenly scattered over the Dutch language area (see
Fig. 1), so we think they are representative of dialects in this area. In the
RND for each dialect always the same 141 sentences are translated and tran-
scribed in phonetic script. From this sentences we chose 100 words, which
we think are representative for the range of sounds in the varieties.

We added the dialect of Protasovo (West Siberia, Russia). The inhab-
itants are Mennonites who call their dialect 'Plautdietsch’. In the 16th
century, the first Mennonites moved from Southern Germany to the Nether-
lands and then on to Western Prussia, into the Weichsel delta area. They
spoke different languages and dialects: Frisian, Low Franconian and Low
Saxon. Here Siberian Plautdietsch arises as a descendant of West Prussian
varieties of Low German. After 1789 the Mennonites moved to Southern
Russia, and after 1870 a lot of Mennonites moved from Southern Russia
to Canada and the United States (NIEUWEBOER AND DE GRAAF 1994).
The Siberian Plautdietsch dialect is compared to the 104 Dutch dialects to
show the possibility of comparing dialects which are not contiguous but still
rather similar. So in all we compare and classify 41 dialect varieties.

It would be interesting to compare Siberian Plautdietsch not only to
Dutch dialects, but also with German dialects.



3 Comparison methods

In this section we identify the various comparison methods used.

3.1 Comparison of dialects

In this section three methods for comparing dialects are described. First the
(phone and) feature frequency method is described, which is developed by
HOPPENBROUWERS AND HOPPENBROUWERS (1988). More details can be
found in HOPPENBROUWERS AND HOPPENBROUWERS (1993) and HOPPEN-
BROUWERS (1994). Second the Levenshtein distance is described, which was
applied by KESSLER (1995) to Irish Gaelic dialects with remarkable success,
and by NERBONNE, HEERINGA, VAN DEN HouUT, VAN DER K001, OTTEN
AND VAN DE VIS (1996) who extended the application of this technique to
Dutch dialects, similarly with respectable results. The Levenshtein distance
is presented in (KRUSKAL 1983). Third the frequency per word method is
described, which is a method method intermediate between the frequency
method and Levenshtein distance.

Experimenting with these three methods we can see the need to regard
a word as a linguistic unit (frequency vs. frequency per word) and the role
of the structure of a word (frequency per word vs. Levenshtein).

3.1.1 Frequency method

With the feature frequency method frequencies of phonetic features are mea-
sured (HOPPENBROUWERS AND HOPPENBROUWERS 1988). If this is done
for two dialects, the distance between the two dialects is assessed by compar-
ing their frequencies. A less refined method is the phone frequency method,
where the frequencies of the phones are measured. The frequencies are mea-
sured by examining the 100 words. Here the 100 words form only a set of
phones (about 500). For each dialect, the frequencies of the phones or of
the features of the phones are divided by the total number of phones, so we
get relative frequencies.

3.1.2 Levenshtein method

The Levenshtein distance may be understood as the cost of (the least costly
set of) operations mapping one string to another. The basic costs are those
of (single-phone) insertions, deletions and substitutions. Insertions and dele-
tions costs half that of substitutions. The simplest versions of this method
are based on calculation of phonetic distance in which phonetic overlap is



binary: nonidentical phones contribute to phonetic distance, identical ones
do not. Thus the pair [a,p] counts as different to the same degree as [b,p]. In
more sensitive versions phones are compared on the basis of their feature val-
ues, so the pair [a,p] counts as much more different than [b,p]. (NERBONNE
ET AL. 1996) and (NERBONNE AND HEERINGA 1997) contain details ex-
plaining the application of Levenshtein distance to dialect data.

For calculating the distance between two dialects 100 Levenshtein dis-
tances are determined—one difference per word. If we simply use the Le-
venshtein distance, it tends to bias measurements so that changes in longer
words tend to contribute more towards the average phonetic distance (since
they tend to involve more changes). This may be legitimate, but since a
word is a crucial linguistic unit we chose to stick to average word distance.
This involves the computation of 'relative distance’, which we get by dividing
the absolute distance by the average length of the two words.

There are two important differences between the frequency method and
the Levenshtein method. First the frequency method does not attach any
significance to words, while the Levenshtein method applies one word at a
time, and second, the frequency method is not sensitive to structural differ-
ences such as the order of sounds, while the Levenshtein method considers
for each word its structure.

3.1.3 Frequency per word method

With the frequency per word method the frequencies of phones or of features
of phones are determined per word. Two words are compared by comparing
the frequencies of phones or features within them. For each word the fre-
quencies of phones or features of phones are divided by the total number of
phones, so we get relative frequencies.

The difference between the frequency method and the frequency per
word method is that the frequency method does not attach any significance
to words, while the frequency per word method considers words as separate
entities. The difference between the frequency per word method and the
Levenshtein method is that the frequency per word method is not sensitive
to the order of sounds in a word, while the Levenshtein method considers
for each word its sequential structure.

3.2 Symbols or features

If we compare dialects on the basis of phonetic symbols, it is not possible to
take into account the affinity between sounds that are not equal, but are still



kindred. As mentioned earlier, methods based on phonetic symbols will not
regard the pair [b,p] as more kindred than [a,p]. This problem can be solved
by replacing each phonetic symbol by a bundle of features. Each feature
can be regarded as a phonetic property which can be used for classifying of
sounds. A feature bundle contains for each feature a value which indicates to
what extent the property is instantiated. Since diacritics influence feature
values, they likewise figure in the mapping from transcriptions to feature
bundles, and thus automatically figure in calculations of phonetic distance.

In our experiments, we have used two feature systems. The one is de-
scribed in Hoppenbrouwers’ publications (HOPPENBROUWERS AND HoP-
PENBROUWERS 1988), (HOPPENBROUWERS AND HOPPENBROUWERS 1993)
and (HOPPENBROUWERS 1994). The other can be found in (VIEREGGE,
RIETVELD AND JANSEN 1984). Hoppenbrouwers’ system is based on Chom-
sky and Halle’s Sound Pattern of English and consists of 21 binary features
which all apply for all phones (vowels and consonants). Vieregge’s sys-
tem consist of 4 multi-valued features only for vowels, and 10 multi-valued
features only for consonants. Vieregge’s system was developed for a similar
comparison task, that of checking the quality of phonetic transcription. This
involves comparison to consensus transcriptions.

3.3 Representation of diphthongs

Dutch has a rich system of diphthongs, which, moreover have been argued
to be phonologically disegmental (MOULTON 1962) or, alternatively mono-
segmental (HOPPENBROUWERS AND HOPPENBROUWERS 1988). We there-
fore experimented with single-phone and two-phone representations. Some-
times the one, sometimes the other seems to be preferable.

3.4 Comparison of feature bundles

First we describe how feature bundles or histograms of feature values can
be compared. Next we will describe some special cases.

3.4.1 Methods

We compare three methods for measuring phonetic distance between feature
bundles or histograms of feature values.

The first is Manhattan Distance, also called ’taxicab distance’ or ’city
block distance’ (JAIN AND DuUBES 1988). This is simply the sum of all
feature value differences for each of the n features.
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Second we tried Euclidean Distance (JAIN AND DUBEs 1988). As usual,
this is the square root of the sum of squared differences in feature values.

Third we examined the Pearson correlation coefficient, » (Buys 1989).
To interpret this as distance we used 1 — r, where
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and where z;, and z,, are the normalized values of the vector (at the i-th
position.

3.4.2 Special cases

By using the feature system of Hoppenbrouwers all phones can be compared
with each other. By using the feature system of Vieregge only vowels can be
compared with vowels and consonants with consonants. For the frequency
method and the frequency per word method this means that we use two
separate histograms, one for vowels and one for consonants. The distance
between two dialects respectively words is the sum of the difference between
two histograms for vowels and the difference between two histograms for
consonants.

If we use the frequency per word method and two words are compared,
it is possible that one word contains one or more vowels and the other none,
or that one word contains one or more consonants and the other none. In
the case of vowels, the difference between the vowel histograms is equal
to the greatest possible difference between two vowels, and in the case of
consonants, the difference between the consonant histograms is equal to the
greatest possible difference between two consonants.

If we apply the Levenshtein method we choose a fixed value as distance
between a vowel and a consonant, namely the sum of the greatest possible
difference between two vowels and the greatest possible difference between
two consonants.



In the Levenshtein-algorithm based on symbols, three operations were
used: ‘substitution’, ‘insertion’ and ‘deletion’. A substitution was regarded
as a combination of an insertion and a deletion, so ‘substitutions’ counted
two and ‘indels’ one. When we compare feature bundles instead of phonetic
symbols, the value for a substitution is no longer a fixed value, but varies
between two extremes. However, for indels we have to choose a fixed value
as well. Therefore we choose the greatest possible difference between two
phones and divide it by two.

3.5 Weighting of features

Not all features of sounds are equally important in comparing dialects. For
example it turned out that no positive value for the feature [flap£] occurred
in any of the sounds of the words in the dialects examined. We therefore
experimented with weighting each feature by information gain, a number
expressing the average entropy reduction realized when a feature’s value is
known (QUINLAN 1993).

Assume k different phonetic segments appear in the dialect data: S;..S.
All dialects together contains |D| phones, so we have |D| feature bun-
dles. |Sj| feature bundles belong to segment S;. Now we can calculate
the database information entropy:

k
1S5 |S;]
H(D) = - =L xloga(+2)
= D] |D|

This may be interpreted as the average number of bits of information
required to determine which segment is being used.

The number of feature bundles where feature f has value v; is | Djr—,,|-
Now we can calculate the average entropy per feature:

|D f=v; |
H(Dy) = Y- 5t x H(Djp—y)
D]
vieV

The average is weighted by the frequency of the feature taking on a par-
ticular value. For calculating H (D[ f:vi]) the first formula is used, applied to
the set of feature bundles which have value v; for feature f. The information
gain associated with feature f is then:

G(f) = H(D) — H(Dyy)

We examine versions of distance weighting where features are weighted
with (multiplied by) information gain.



We note that we investigated, but could not apply a more sensitive mea-
sure, gain ratio. Gain ratio is obtained by normalizing information gain by
dividing it by the number of bits required to determine wich value the fea-
ture is taking on. The latter is just the entropy of the distribution of values
of a single feature in the database:

e |Dif—vyl | Dif—u,]

Gain ratio divides G(f) by split(f). But gain ratio is used in machine
learning where features don’t determine classifications perfectly. Since pho-
netic features do classify features perfectly, gain ratio doesn’t distinguish
them.

3.6 Direct or indirect comparison

If we have three dialects A, B and C, we can calculate the distances between
A and B, A and C, and B and C. In that case we get a symmetric 3 X 3
matrix of distances. If we have a standard dialect S and three dialects A,
B and C, we can calculate the differences between the frequencies of phones
or features, or the distances between words of S and A, S and B, and S and
C. In that case, we get for each dialect a vector of frequency differences or
word distances.

Note that from a 3 x 3 matrix a 3-dimensional vector can be constructed
for each dialect, where each element is a distance to one of the other two
dialects (one of which will be zero—representing the distance of the dialect
to itself). From feature bundles of frequency differences or word distances
a 3 X 3 matrix can be constructed, by calculating the distances between the
feature bundles.

In our experiments, we analyzed 41 dialects instead of three. As standard
dialect we chose standard Dutch.

4 Classification methods

The results of the different comparison methods consist of a 41 x41 matrix, or
of 41 vectors, where each vector corresponds to a dialect (with 41 dimensions
corresponding to distances to dialects). On the basis of the matrix the
dialects can be clustered. The final result is a dendrogram, a tree where the
dialects are the leafs (see Fig. 2). With the feature bundles a Kohonen map
can be trained (see Fig. 3). The final result is a map, where the geographic



distance between kindred dialects is small, and between different dialects
great.

4.1 Clustering

Clustering is commonly applied in history ((BOONSTRA, DOORN AND HEN-
DRICKX 1990), pp. 143 fI.), but also finds application in psycholinguistics
((Woobs, FLETCHER AND HUGHES 1986), pp. 249 ff.). It is most eas-
ily understood procedurally. At each step of the procedure we select the
shortest distance in the matrix, and then fuse the two data points which
gave rise to it. Since we wish to iterate the procedure, we have to assign
a distance from the newly formed cluster to all remaining points. This is
done by a matrix-updating algorithm. Jain and Dubes mention seven ma-
trix updating algorithms (JAIN AND DUBES 1988). In our experiments, the
Ward’s method (or minimum variance) turned out to be most suitable. If
the distance between 7 and j is minimal, then we form a cluster [4, j| and
calculate the distance from each k to the new cluster:

diij) = ((nk +n4)/ (ng + ni + ny)) * d
—I—((nk + nj)/(nk +n; + n])) * dkj
—(ng/(ng +ni +ny)) * dij

where n;, n; and ny are the number of dialects belonging to respectively
cluster ¢, j and k, and d;;, d;; and d;;, are the distances between respectively
1 and j, 7 and k, and j and k.

4.2 Kohonen maps

One of the properties of the human brain is that it is able to associate
concepts with categories. On a computer, this can be simulated by imple-
menting a Kohonen map (KOHONEN 1988). When a Kohonen map is trained
with concepts, each concept is assigned to a location on the map, and like
concepts are located near each other while unlike concepts are located far-
ther away from each other.

Each dialect is represented as a vector of frequency differences, word
distances or dialect distances (input vector). The Kohonen map consists
of a layer of cells. Each cell has a weight vector with for each feature of
the input vector a weight. If the Kohonen map is initialized, a random
value is assigned to each weight of the vector of each cell. The training of
the Kohonen map consists of a number of epochs. In each epoch all input



vectors are read and processed in arbitrary order. The processing consists
of two steps, namely selecting the winner and updating the surroundings of
the winner ((KLEIWEG 1995), (KLEIWEG 1996)).

Selecting the winner means that the cell whose weight vector is most like
the input vector is chosen as the winner. Updating the surroundings of the
winner implies that the weight vector of the winner and the weight vectors
of the cells around the winner are modified to be more like the input vector.
During the epochs the size of the surroundings of winner is continuously
reduced, and the extent to which the weight vectors are modified is also
continuously reduced.

A Kohonen map can be combined with a minimal spanning tree. Con-
structing a minimal spanning tree is like clustering. At each step of the
procedure we select these two vectors (the one from one, and the other from
another cluster) whose distance is shortest. Next a line is drawn between
the two vectors. If more pairs of vectors (each from one of the two clusters)
have the same distance, the vectors of that pairs are also connected. Finally
the clusters are combined to one cluster (KLEIWEG 1996).

4.3 Results

For evaluating the results we can use the map of Daan (DAAN AND BLOK
1969) which is constructed with the arrow method. People were asked to
name the places near their town where (almost) the same dialect is spoken,
and those where an absolutely different dialect is spoken. Next, places with
(almost) the same dialects were connected with arrows and so dialect areas
emerged. The map divides the Dutch language area into 28 areas of roughly
comparable dialect regions, so we can see which dialects should belong to
the same area. The classifications obtained by compuational methods were
compared to this map to assess their probity. We reach the following con-
clusions:

e The results of the frequency per word method are better then the re-
sults of the frequency method. So the frequency per word method
shows that a word should be regarded as a linguistic unit. The Le-
venshtein method also outperforms the frequency method, but is com-
parable to the frequency per word method, so we cannot conclude that
the internal structure of words needs to be taken into account.

e Phones can be represented as symbols, or as feature bundles according
to Hoppenbrouwers’ or Vieregge’s system. In all cases good results can
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be obtained, but comparing methods shows Hoppenbrouwers’ features
to be more sensitive.

e Two-phone representations of diphthongs mostly outperform single-
phone representations.

e For comparing histograms and feature bundles Manhattan distance
and Euclidean distance are useful. Both outperform Pearson distance.

e Weighting of features mostly improve the results.

e Comparing dialects directly with each other outperforms comparing
dialects via a standard dialect.

e Dendrograms show a very sharp classification (see Fig. 2). A classifi-
cation visualized by a Kohonen map is vaguer (see Fig. 3). Kohonen
maps cannot replace dendrograms but supplement them.
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Figure 1: The locations of the 104 Dutch dialects studied.
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Figure 3: A Kohonen map is trained with feature bundles based on Levenshtein distances. The
feature system of Hoppenbrouwers is used; diphthongs are represented as two phones; distance
between feature bundles is calculated using Euclidean distance; features are not weighted; and
the dialects are directly compared with each other (and not to a standard). The lines in the
grid indicate the distance between dialects. The darker the line the greater the distance between
the cells on the two sides. The map is overlaid with a minimal spanning tree, where more solid
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the remaining Franconian sections, Flemish en Limburg dialects are left of Dutch dialects.
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