The Computational Analysis of Bulgarian Dialect Pronunciation

Jelena Prokié¢, John Nerbonne,
(University of Groningen)
Vladimir Zhobov,
(University of Sofia)

Petya Osenova, Kiril Simov,
(Bulgarian Academy of Sciences)
Thomas Zastrow, Erhard Hinrichs
(University of Tiibingen)

Abstract

The paper presents computational analysis of Bulgarian dialect variation, concentrating on pronun-
ciation differences. It describes the phonetic data set compiled during the project 'Measuring Linguistic
Unity and Diversity in Europe’ that consists of the pronunciations of 157 words collected at 197 sites
from all over Bulgaria."! We also present the results of analyzing this data set using various quantitative
methods and compare them to the traditional scholarship on Bulgarian dialects. The results have shown
that various dialectometrical techniques clearly identify east-west division of the country along the ’jat’
border, as well as the third group of varieties in the Rodopi area. The rest of the groups specified in the
traditional atlases were either not confirmed or were confirmed with a low confidence.

1 Introduction

Computational dialectometry is a multidisciplinary field that uses various quantitative methods in the
analysis of dialect data. Work in a dialectometry began with (Séguy(1971)) who invented the first technique
for measuring the distances between the dialects. He aggregated over the individual differences between the
sites by counting the overlapping features between any two sites. In that way he introduced an aggregate
view of language variation, as opposed to the traditional division of sites based on the individual linguistic
features. Further improvement in the development of dialectometry came with the work of Hans Goebl
(Goebl(1982); Goebl(1984)) who introduced weighting the features. Brett Kessler (Kessler(1995)) was
the first to use Levenshtein distance in order to calculate the linguistic distance between the dialects.
Levenshtein distance was later successfully applied to many other languages. For a detail overview of the
development of dialectometry and recent trends in the filed see (Nerbonne and William Kretzschmar(2006);
Nerbonne(2009)).

In the 'Buldialect—Measuring Linguistic unity and Diversity’ project quantitative methods for measuring
linguistic diversity were applied to the dialect pronunciation data created as a part of the project. The data
was collected and digitalized as a joint work between the University of Sofia, and the Institute for Parallel
Processing, Bulgarian Academy of Sciences. This machine-readable data was the basis for applying various

!The project is sponsored by Volkswagen Stiftung. More information can be found at http://www.sfs.uni-
tuebingen.de/dialectometry



Figure 1: Distribution of 197 sites

methods taken from dialectometry and Information Theory in order to get new insights into the Bulgarian
dialect variation at one hand, and to further develop quantitative methods for the study of language on the
other.

The structure of this paper is as follows. The detailed description of the data set is presented in the
next section. In Section 3 we discuss the results of analyzing the data using multidimensional scaling and
hierarchical clustering. Information theoretic approach to the same data is described in Section 4. In
Section 5 we present discussion and conclusions.

2 Data Description

The phonetic data set of the Buldialect project consists of the varying pronunciations of 157 words collected
at 197 sites from all over Bulgaria (see Figure 1). The main source of the data was the large dialect archive at
the University of Sofia. The word pronunciations started to be gathered in 1950s, and this work continues till
now. For this purpose, especially designed questionnaires were used. More than one person was interviewed
at each village. For some missing concepts and/or sites, additional expeditions were organized on the spot.

Part of this data was selected and converted into X-SAMPA encoding for further computer processing and
into IPA encoding for human usage. In the next two subsections we give detailed description of the sources
used for the data collection, as well as the main phonetic characteristics present in the data set.

2.1 Sources for the pronunciation data

The sources for pronunciation data are of various types. These are supervised students’ theses, published
monographs, dictionaries, and the archive of the Ideographic Dictionary of Bulgarian Dialects. These are
described in detail below.



2.1.1 Theses

The principle source for the pronunciation data are theses written by graduating students of Bulgarian
language at the University of Sofia. Each thesis is a complete description of the dialect of a particular
village (in almost all cases the native village of the student). The collection of these descriptions began
in the end of 1950s and intensified significantly in the following decades. Most of the theses from the
initial period were supervised by Prof. Stojko Stojkov ((Stojkov(1993)) and (Stojkov(2008)))—the leading
expert in the field of Bulgarian dialectology at the time, while others were supervised by two of his most
distinguished students — Prof. Todor Bojadzhiev and Prof. Maksim Mladenov. The majority of the theses
used for the pronunciation data were written in the period 1960—1985, very few of them earlier or later. 73
of them date from 1960s and 58 from 1970s, when tape-recorders became more available. It is important
to note that Prof. Stojkov formed a working group (referred to as ’circle’) in Bulgarian dialectology, which
was among the most popular extracurricular activities in the faculty. In this group the students received
additional training in field work and phonetic transcription.

Stojkov’s basic assumptions were that a dialect is a self-contained linguistic system and that a satisfactory
dialect description should provide a thorough account of all levels of this system, contrary to the practice of
collecting and describing only exotic and rare words and features. The theses follow his assumptions: there
are chapters on phonetics (including historical changes), morphology, notes on the syntax, a dictionary and
transcribed dialect texts. The phonetic transcription system used in the descriptions was developed in its
present form primarily by professor Stojkov and now is in general use in Bulgarian linguistic publications.
It is based on the Cyrillic alphabet with some Latin letters and many diacritics added. This system allows
a quite detailed representation of phonetic variation. For example there are 8 basic symbols for vowels and
diacritics for two degrees of vowel reduction, for raised or lowered pronunciation, rounding, and length.
Stojkov recommended the introduction of new symbols and detailed descriptions for specific sounds. It is
important to note that this system can be adequately, and biuniquely, translated into the symbols of IPA.

The basic methods for the collection of dialect material were the observation of natural dialect speech and
work with questionnaires (the latter was primarily applied in collecting lexical data (Stojkov(1955a)) and
(Stojkov and Mladenov(1971))). Direct questioning was greatly disfavored, if not downright prohibited.
The informants were selected among the oldest inhabitants of the village under the strict condition that
they were born locally. Work with only one informant per site was considered unacceptable. Preference
was given to women because they were socially and otherwise less mobile at the time. The conversations
were centered on traditional rural life — customs, religious practices, agricultural work, surrounding nature
— and the field-workers were instructed to intrude as little as possible in order to obtain longer chunks of
dialect texts.

2.1.2 Dialect descriptions and dictionaries

Published dialect descriptions and dictionaries are another important source. There are two series of
such publications — Bulgarian Dialectology. Investigations and Data (comprising 10 volumes, 1962 —
1981), and Studies in Bulgarian Dialectology (comprising 10 volumes, 1965 - 1984), and also separate
books. Most of the villages for which such monograph-length descriptions are available are included in
the following list (several dictionaries were published after the work on the project started and therefore
could not be included): Dobroslavci (Gylybov(1965)), Gabare (Popov(1955)), Govedarci (Stojkov(1955b)),
Hvoyna (Keremidchieva(1993)), Momchilovci (Kabasanov(1955)), Mugla (Stojkov(1971)), Nova Nadezhda
(Hristov(1955)), Pavelsko (Keremidchieva(1993)), Radovene (Hitov(1979)), Vojnjagovo (Ralev(1977)).



There are also book-length descriptions of larger areas, e.g. Godech (Vdenov(1978)), Thtiman (Mlade-
nov(1966)) and (Mladenov(1967)), Kjustendil (Umlenski(1965)), Silistra (Kochev(1966)), Sofia (Popivanov(1940)),
Strandzha mountain (Gorov(1962)), Teteven (Stojchev(1915)), Troyan (Kovachev(1968)). They provide
complete descriptions of the dialect in the region and pay attention to internal variation. The above
mentioned system for phonetic transcription is used consistently in all these books.

2.1.3 Ideographic Dictionary of Bulgarian Dialects

Another important source is the archive of the Ideographic Dictionary of Bulgarian Dialects. This project
was launched by Prof. Stojko Stojkov in the middle of the 50s. If in most dialect dictionaries the dialect
words are arranged alphabetically and are explained or translated into the standard language, the Ideo-
graphic Dictionary reverses that order: the word of the standard language are alphabetically arranged and
are followed by the corresponding dialect words. Thus all the dialect words meaning potato’ are in a single
entry.

The material for the dictionary was collected from all possible sources: theses and term papers written
on the bases of a questionnaire composed by Stojko Stojkov - (Stojkov(1954)); abundant material from
field work expeditions, which were regularly organized in the summers; all published dialect descriptions
and dictionaries; and the personal archives of other scholars. In addition, the archive of the dialectological
section of the Bulgarian Language Institute was also consulted (in the form in which it existed in 1969
when Stojko Stojkov was the head of the Institute). The material is in the form of index-cards (over two
million), each containing a dialect word, its counterpart in the standard language, and its location. All the
materials used for the compilation of the dictionary are transcribed with uniform phonetic transcription.
A description of the archive was published in the journal 'Bylgarski ezik’ in 1969, v. 2 (Stojkov and
Mladenov(1969)). The archive is in the process of transferring the material to computers (the work is
completed up to the letter D, also parts of the letters E and 3).

2.1.4 Tape recordings

Tape recordings of dialect speech are another important source. Since 1981 we have collected a phono-
archive. We now have over 250 hours of recorded dialect speech from ca. 100 villages from all parts of
the Bulgarian language territory. There is either a thesis or a published description for all but 3 villages
(Garvan (Silistra), Huhla (Ivajlovgrad) and Drabishna (Ivajlovgrad)). The files for these villages were filled
with material from tapes and the results are quite satisfactory. The inclusion of these villages was necessary
in order to obtain a more adequate geographic network. Finally, the material from two villages (Vresovo
(Ajtos) and Karanovo (Ajtos)) was collected in the field by Georgi Kolev. The Bulgarian Dialect Atlas is
also regularly used to verify the accuracy of our material.

We ultimately analyzed the pronunciation differences in 157 words. The use of an unusually long list has
the advantage that the signal of provenance emerges strongly and also the advantage that many variations
are analyzed, some of which might be absent in a shorter list.

2.2 Criteria for the words selection

It is evident that the first requirement in selecting words is their availability. The complete list of words in
the data set can be found in Appendix A. The words included in the list are frequent and almost invariably



show up in the theses (one quarter of the words are in the Swadesh list). Only words which are expected
to show some degree of variation were included, which is why we did not use the entire Swadesh list. It
is also evident that words displaying lexical variation were not included in the sample of words whose
pronunciation differences were analyzed. For example the word nu6 /d¥b/ ’oak’ was replaced by a Turkish
borrowing in a number of villages. We did, however, included a limited number of words where the variation
is strictly speaking, morphological, rather than phonetic or phonological.

2.2.1 General remarks

There is a balance between the different segments represented: the reflexes of all important Old Bulgarian
vowels are represented with the same (or nearly the same) number of words to avoid skewing of the results.
For example there are three words with the reflex of the back nasalized vowel and three words with the
reflex of the back jer in the root. In cases where we had to choose between two frequent words containing
one and the same feature, preference was given to the word that displays more than one variation. Thus
obT /pyt/ 'road’ was preferred to 36 /z¥b/ ’tooth’ because in addition to the variation of the root vowel
there is also variation of the final consonant (the final consonant of 366 /z¥b/ ’tooth’ is also subject to
variation, viz. the preservation of final voicing, but it is much more limited and is represented by other
words in the list). The word cnbora /sybota/ ’Saturday’ was preferred to pabora /rabota/ 'work’ because
apart from the frequent vowel elision cbura /sypta/ contains the reflex of the back nasalized vowel.

Some words which were included primarily for one feature contain other features as a side effect, so to speak.
Such additional features are also represented in the data. For example the word 3Be3na /zvezda/ ’star’ was
included for the initial consonant (fricative or affricate), but it contains three other features: initial vs final
stress, the reflex of ’jat’ in the first syllable, and the generalized accusative case (if the stress is final).
The word Bexxua /vezda/ ’eyebrow’ was included for the reflex of *dj, but also contains the same three
additional features. The asterisk after the number of a feature in the list below signifies that the inclusion
of the word in the list is subject to some condition. Thus word rasa /glava/ ’head” will be considered for
generalized accusative only if the stress is final. The words were alphabetically arranged (according to the
Cyrillic alphabet), except that a3 /az/ 'T’ precedes arue /agne/ 'lamb’ respecting the Glagolic alphabet, in
which a3 /az/ 'T’ is the name of the first letter, and numbered.

2.2.2 Feature description

There are 39 different dialectal features which have been represented in our choice of 157 words. Below is
a list of underlying linguistic features followed by a short description of each.

1. Reflexes of ’jat’

This is the well known ’jat’ boundary (see, for example (Mladenov(1973)) and (Stojkov(1963))), dividing
the Bulgarian dialects into two large groups — eastern and western dialects. West of the boundary the
reflex is always [e] (this is slightly simplified, as some western villages have a more open vowel, and in other
the reflex is [a after /r/ and /ts/) and east of the boundary the reflex is [ja| or [€]. For example:

xqan /xPap/, xmen /xlep/, xien /xlep/ ’bread’; rope /gore/, ropu /gori/, rop’s /gorly/ "upstairs’

2. Etymological ’ja’

The term etymological 'ja’ refers to the vowel a preceded by the palatal approximant [j] or a post-alveolar
consonant. Examples:



oduap /oftfar/, oduep /oftfer/, oduep /offfer/ ’shepherd’; sinem /jadef/, exem /edef/ ’eat-you’

3. Initial prothetic j

Examples: arue /agne/, itarne /jagne/ ’lamb’; esux /ezik/, iiesux /jezik/ 'tongue’; yrpe /utre/, 1orpe
/jutre/ 'tomorrow’

4. j before front vowels

In the standard language the palatal approximant is not allowed before front vowels (with the exception of
a few rarely used borrowings) which leads to alternations like mes /pejy/ ’sing-I'— meern /peef/ ’sing-you’.
In the dialects j may be kept before front vowels, especially e. Examples:

koe /koe/, koiie /koje/ (also kse /kve/) ’which’

5. Elision of j. Example:

Hest /neja/, Hea /nea/ "her-acc’

6. Reflexes of the back nasalized vowel

This is one of the most important dialect features in Bulgarian and is invariably used in dialect classifications.
In fact, when groups of dialects are referred to as a-dialects, u-dialects and so on, the names of the dialects
come from the reflex of the back nasalized vowel. The areas of the different reflexes differ in size (very
large areas for /¥/ and /a/, very small for /o/ and /e/), but the sound change is remarkably consistent
and there is very little, in fact negligible lexical conditioning. It is possible to predict with great certainty
the pronunciation of other words on the basis of the three words included in the list.

Examples:

MBIl /my[/, mam /maf/, mym /muf/, mom /mof/, mom /mof/, memt /mef/, mbHY /myntf/ 'man’; kame
/kade/, kyne /kude/ 'where’; Bbrpe /vytre/, yuyrpe /unutre/, Buerpe /vnetre/, narpe /natre/ ’inside’

7. Reflexes of the front nasalized vowel

This is also important feature, though it is used less often in classifications. Some of the reflexes, such as
sur /zit/ ’son-in-law’ or ’brother-in-law’, are quite rare. It is also very consistent and there is no lexical
conditioning, except in the formation of secondary imperfective verbs, where the generalization of various
vowel alternations is possible (mapens /naredjy/ — mapsamam /narjadam/ ’arrange’ analogously to cemna
/sedna/ — camam /sjadam/ 'sit’).

Examples:

ser /zet/, 3601 /7zlot/, 3'bT /7I¥t/, 3ur /zit/, 3emr /zent/ ’son-in-law’ or ’brother-in-law’; mecer /deset/,
necur /desit/, nec’vr, /des!yt/, necar, /desat/ 'ten’

8. Reflexes of the back ’jer’

The development of the back ’jer’ is consistent in the areas where the reflex is v /¥/ (and also o or €) but
ouly in stressed root syllables. There is a great deal of lexical variation in the southwest and in fact the
reflexes must be studied word by word. There is a peripheral area in the southwest where the reflex in the
root is consistently /a/, and moving southwest one finds more and more /o/ reflexes. Examples:

bt /dyft/, momrr /doft/, namr /daft/, nomr /doft/, nemr /deft/ 'rain’; rakbd /takyf/, rakod /takof/,
rakad /takaf/, rakod /takof/, raked /takef/ ’such’

9. Reflexes of the front ’jer’

The reflexes of the front jer exhibit even more lexical variation than the reflexes of the back ’jer’ in a broad
area. Only the extreme southeast is relatively consistent in having the reflex e [e] and the extreme west



is absolutely consistent in having the reflex v /¥/. In these cases, other words can be safely predicted on
the basis of the words in the list, as there is no lexical variation with respect to this vowel. This may be
termed conditioned predictability, since only if the reflex is b /¥/ and is common to all words other words
can be predicted.

Examples:

mHK0 /t¥nko/, Terko /tenko/, Thonko /tlonko/, Tenko /tenko/ 'thin-neuter’

10. Epenthesis of ’jer’

The first word below ended in Old Bulgarian in back ’jer’ and the second in front ’jer’, and there was no
vowel between the final two consonants in both words. The elision of the word-final, and therefore weak,
‘jer’ likely resulted in an inadmissible syllabic structure, more specifically, in a syllable-final combination of
obstruent and sonorant, a vowel was inserted between the two consonants. The vowel inserted in the first
word is to a certain degree irregular, as many dialects have inserted e /e/ only in this word and » /¥/ in all
other words under the same phonetic conditions. The vowel inserted is often specific for this word alone.
Examples:

BaTbp /Viatyr/, Berep /veter/ 'wind’; orbu /ogyn/, orun /ojin/ ‘fire’

11. Vowel reduction

Vowel reduction is by far more common in the eastern dialects. The vowel reduction in the standard
language is interpreted as a purely phonetic rule, conditioned by missing stress. In the dialects, however,
the vowel reduction is often lexicalized or conditioned by morphological factors. Especially unpredictable

is the reduction of unstressed e /e/, which may depend on the consonantal environment. The word memen
/pepel/ 'ash’ may have an additional variation in form of a back rounded vowel in the first syllable.

Examples:
neren /pepel/, memmwn /pepil/, merr’sa /peplyl/ ‘ash’
12. Reflexes of ’jery’

Except in two small areas, one of them outside the modern borders, the Old Bulgarian ’jery’ merged with
the old i. Examples:

esuk /ezik/, e3vik /ezik/ 'tongue’

13. Rounding of vowels

Rounding of front vowels occurs in consonantal environments of labial/labiodental or postalveolar conso-
nants (as in many other languages, the articulation of Bulgarian postalveolar consonants involves rounding
of the lips). The vowel /i/ is subject to rounding much more frequently. The rounding may be accompa-
nied by retraction all the way to a back vowel, in which case the preceding consonant (with the possible
exception of the postalveolars) is palatalized. The change is found almost exclusively in eastern dialects.

Examples:
xud /3if/, xiid /3yf/, xyd /3uf/ "alive’
14. Unrounding of vowels

This sound change, the opposite of the one in 13, is less common and found in fewer words, though some
of them, like m6Ge /libe/ ’sweetheart’ have made their way into the standard language thanks to the fact
that the sound change is found in the dialect of Koprivshtica, where several classical writers were born.

Example:



kiou /kliutf/, kmma /klitf/ key’
15. Alternation o-e

This alternation is another example of the Proto-slavic syllabic synharmony. After soft and postalveolar
consonants only front vowels were allowed. The alternation lost its phonetic regularity but was preserved in
numerous morphophonemic alternations, e.g. the singular ending of the neuter nouns: ceno /selo/ 'village’
but Bbxke /vyze/ 'rope’. The alternation is better preserved in western and southeastern dialects.

Examples:

mxon /d&op/, mken /&ep/ 'pocket’
16. Vowel elision

Elision of unstressed vowels is best attested in southeastern and northeastern dialects. The elision may
be conditioned by position: in a trisyllabic word with initial stress the middle vowel is likely to be lost
(pamra /rapta/ < pabora /rabota/ 'work’, cvmra /sypta/ < cnbora/sybota/ ’Saturday’). It may also be
morphologically conditioned: the plural ending is lost before the definite article gackanre /daskalte/ <
nackasaute /daskalite/ the teachers’).

Examples:
nenens /nedela/, maens /ndella/ *Sunday’
17. Change by analogy

The only plausible explanation for some changes appears to be analogy. For example, we find moxy /dolu/
as well as nmome /dole/ ’down’, presumeably due to analogy with rope /gore/ 'up’. There are other likely
cases of analogy, even though alternation y-e /u - e/ is not other wise attested.

Example:

nosty /dolu/, nosne /dole/ ’down’ (analogy with rope /gore/ 'up’); meka /peky/ 'bake-I’, nekar /pekxyt/
'bake-they’, meua /petfy/ 'bake-I’, meuar /petfyt/ bake-they’

18. Syllabic liquids

The old syllabic liquids were preserved in many western (especially northwestern) dialects and were replaced
by a combination of liquid consonant and vowel (most frequently » /¥/, but other vowels are possible in
other dialects). The sequence of the liquid and the vowel in dialects without syllabic liquids also differ.
Some dialects favor fixed order (p» /r¥/, 1B /I¥/ or Bp /¥r/, b /¥1/) and do not even permit the other
sequence. More dialects have the alternation vp /¥r/ - pb /ry/ and w1 /¥1/- b /Iy /. In monosyllabic words
the sequence is usually unpredictable. In polysyllabic word the sequence is conditioned by the number of
the following consonants (abpxka /dyrza/ 'hold’ — apbxka /dryzka/ 'handle’; roaram /gyltam/ swallow -
imperfective aspect’—rbraa /glytna/ 'swallow - perfective aspect’). The alternation is found in inflection
as well as in word-formation. In many dialects the combinations of liquids and the back nasalized vowel
merged with the old liquids (Tbpcs /tyrsla/ < Tpoemtu /trgsiti/ 'search’, kni6o /kylbo/ < xm6o /klgbo/
'ball’), but not in the Rhodopes and in the westernmost dialects. The early Old Bulgarian contrast between
syllabic liquids and liquids followed by a jer left no traces in Bulgarian dialects. Examples:

Syllabic r:

cbpr /s¥rp/, cpwin /sryp/, cpu /stp/, copu /sorp/, cepu /serp/ ’sickle’

Syllabic 1:

bk /vylk/, Brbk /vixk/, Bk /vlk, Bk /vyk/, Byx /vuk/, Bonk /volk/, Benx /velk/ "wolf’
19. Reflexes of *tj, *dj



The most common reflexes of these Proto-slavic clusters are mr /[t/ and xz /3d/, but other reflexes are
found, of which the postalveolar affricates form a compact area in the west. There is some irregularity
in the reflex of the *dj in Bexxua /vezda/, but the other possibilities either display lexical variation, like
mexkaa /mezda/ landmark’, or are less available, like mpexkma /prezda/ 'yarn’.

Examples:

nema /lefta/, nemua /leftfa/, neua /letfa/ ’lentils’; sexkna /vezda/, Bexa /veza/, Bexkika /vezdka/, BejKa
/vedka/ 'eyebrow’

20. The clusters upb, upb

The variation in these words concerns the initial consonant (alveolar or postalveolar affricate), and also the
vowel, which may also be replaced by a syllabic liquid. The area of the alveolar affricate in yepera /tferefa/
‘cherry’ is smaller than the area of the same consonant in gepen /tferen/ 'black’ and wepsen /tferven/ 'red’,
found not only in western, but in many southeastern dialects.

Examples:
aepsen /fferven/, mbpsen /tsyrven/ 'red’; wepema /tferefa/, npemns /tsrefnia/ ‘cherry’
21. Epenthetic 1 /1/

The palatal approximant j in Old Bulgarian affected the preceding consonant in a variety of ways, depending
on its place of articulation. After the labial consonants p, b, m, and v (f did not exist in native vocabulary)
an epenthetic palatal lateral consonant developed. The process can also be described as a change j > 1. The
other possibilities are j > n, coalescence of the labial consonant and the palatal approximant into a single
consonant with secondary palatal articulation, or preservation of j. The reverse changes, 1 > j and n > j
are also found in Bulgarian dialects, the first being more common. It is not clear whether the epenthetic 1
was lost or never existed in the first place in the dialects where it does not occur.

Examples:
seMsi /zemla/, semsts /zemVa/, semus /zemnia/ land’
22. Voiced affricates

A group of dialects in the southeast lack the two voiced affricates. The voiced postalveolar affricate is more
frequent than its alveolar counterpart, despite being found only in borrowed, primarily Turkish words. (It
has been suggested that the oldest result of the so-called first palatalization of r /g/ was an affricate, which
was later replaced by a fricative, while the result of the first palatalization of k /k/ remained an affricate.)
The sound appears in native vocabulary as a reflex of the *dj in some dialects, and in other dialects may be
found in the place of r /g/ before front vowels (the process was dubbed 'new first palatalization’ by Stojko
Stojkov). Examples:

qkon /&op/, xom /30p/ 'pocket’; 3Be3ma /zvezda/, n3Besma /dzvezda/ ‘star’
23. Soft consonants

The impressionistic, actually synesthetic term ’soft” has the advantage of encompassing into a single category
two phonetically different groups of consonant: palatal and palatalized consonants. The inclusion of these
sounds in a single category is justified by their common phonotactic behavior and phonemic status. It is
often claimed that the western dialects have only four soft consonants but that they are softer than the
soft consonants in the eastern dialects. In somewhat stricter phonetic terms that means that the western
soft consonants are palatal (x /k/, r /g/, n1 /1/, 5 /n/), while the eastern ones are palatalized, and each
consonant except the postalveolars is paired with a palatalized counterpart. In fact the soft counterparts
of k and g in the eastern dialects are also palatals, which leaves only the soft lateral and nasal consonants



with different pronunciation in the dialects. The standard pronunciation of these soft consonants is i /V/
and #p /nJ/ and the use of palatal consonants may sound regional, but not all speakers are sensitive to
such a small phonetic difference.

Examples:

(it)arme /(j)agne/, (it)armw’e /(j)agnle/ 'lamb’; maiika /majka/, Max’a /maca/ 'mother’; Bk /vlk/, BABK
/vlk/ "wolf”; mowenenmmk /ponedelnik/, monenensrnk /ponedelinik/ "Monday’; cupene /sirene/, cupenne
/sirene/ 'cheese’; dbypua /furna/, dbypu’a /furna/ 'oven’; abwaka /jabylka/, a6babka /jabylka/ ’apple’s
a6 /jabylei/, a6babnn /jabylici/

24. Palatalization of v /t/, n /d/

The examples below differ morphologically—the first is a plural form of a masculine noun and the second is
a singular form of a neuter noun, but they follow the same pattern almost invariably. The palatalization,
where it occurs, is caused by a palatal approximant following the alveolar stop.

Examples:

rocTu /gosti/, roc’e /gosie/, roiice /gojse/ ’guests’; rposze /grozde/, rposr’e /grozje/, rpos’e /grozle/,
rpoiize /grojze/ ’grapes’

25. Simplification of the clusters crp /str/, 3ap /zdr/

This simplification is a feature of some dialects in the southeast and is quite regular, as it occurs in all
words containing the clusters.

Examples:

cecrpa /sestra/, cecpa /sesra/ ’sister’

26. Epenthesis of v /t/, 1 /d/ in the clusters cp /sr/, 3p /[zr/

This phonetic change, the opposite of the one in (25), is found in the southwest.
Examples:

cpsta /stiada/, crpsga /strlada/ "Wednesday’

27. The voiceless velar fricative

In some dialects such a consonant does not exist and in others its use is restricted to certain positions. [x]
is weakest in word-initial and intervocalic seem to be the weakest positions. It may be replaced by another
consonant (f, w, h) or not be replaced at all. In some dialects the loss of x is compensated by lengthening
of the preceding vowel.

Examples: xsan /xUap/, nsn /Vap/ 'bread’; crpax /strax/, crpa /stra/ 'fear’
28. The voiceless labiodental fricative

There is no such consonant in the native vocabulary of Bulgarian. It was introduced through borrowings,
mostly from Greek. It is still not found in a number of dialects, westernmost and easternmost. The form
dbrypua /fturna/, recorded in one of the villages, is an interesting folk etymology — is was interpreted as
coming from the verb typst /turja/ 'put’ and the preposition B /v/ ’in’. In some southeastern dialects, the
voiceless bilabial fricative is used, especially before the vowel y /u/.

Examples:
dbypua /furna/, Bypra /vurna/, xypraa /xurna/, xypaa /hurna/, ¢ypua /$urna/ 'oven’
29. Loss of B /v/ before rounded vowels

This is a good example for the universal preference for combination of more contrasting rather than similar
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sounds. It is found consistently in the eastern part of the eastern dialects. The change occurs both in
stressed and unstressed syllables.

Examples:
BosI /vol/, on /ol/ ’ox’
30. Prothetic v before rounded vowels

This change is opposite to the one in (29). Interestingly, there is at least one dialect (the Erkech dialect
in the easternmost part of Stara planina mountain) in which the two lexical sets are completely reversed:
all words beginning with v followed by rounded vowel are pronounced without the 8 /v/, and all words
beginning with stressed o are pronounced with a prothetic B /v/.

Example:
orbpH /ogyn/, BoroH /vogyn/ ’fire’
31. Voicing of obstruents

In Bulgarian all voiceless obstruents but /x/ are paired with voiced obstruents. The phonemic contrast
between voiceless and voiced consonants is possible before vowels, sonorants, and B /v/. The ambivalent
position of v is worth noting: it belongs to the obstruents in being paired with a voiceless counterpart ¢
/f/ and in being subject to final devoicing and voicing assimilation to following voiceless obstruent. On the
other hand, it is similar to the sonorants in allowing both voiceless and voiced consonants before it, or in
other words, in not triggering voicing assimilation in the preceding voiceless obstruent. It was not paired
with a voiceless consonant in Old Bulgarian and was in the group of the sonorants. Examples:

JoKon /&op/, ko6 /dob/ 'pocket’; xxud /3if/, xxus /3iv/ alive’; odra /oftsa/, oBma /ovtsa/, ocra /ostsa/
"sheep’

32. The preposition and the prefix B /v/

In many dialects, western and northeastern, the preposition and the prefix B /v/ are replaced by y /u/.
The preposition, on the other hand, may appear doubled.

Example:

Biam3aM /vlizam/, ynmusam /ulizam/ ’enter’; 8 /v/, & /f/, Bpd /v¥f/, bd /¥f/ ’in’

33. Various assimilations and dissimilations

The word muoro /mnogo/ 'much, many’ barely exist in this form in the dialects.

Examples:

odua /oftsa, ocua /ostsa/ 'sheep’; eano /edno/, eno /eno/ ’one’; muoro /mnogo/, msoro /mlogo/, moro
/mogo/, moro /nogo/, duoro /fnogo/ 'much, many’; TbmMuO /t¥mno/, TbBHO /t¥vno/ 'dark’

34. Nonsystematic changes

These are changes found in individual words. The first two words are old comparative degrees. The third
word is derived from Beuep /vetfer/ ’evening’, and had weak front jer in the first syllable. After its loss the
initial B /v/ was probably reinterpreted as prefix and replaced with y /u/.

Examples:
6bp30 /byrzo/, 6bpxe /byrze/ 'quickly’; Beue /vetfe/, Bex’e /vece/ ’already’
35. Morphophonemic alternations

The formation of the so called secondary imperfective verbs in many cases involves vowel and consonant
alternations. It seems that some dialects favor suffixes, while other dialects, western and southeastern,
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favor alternations, but a lot of further investigation is needed. In the word nsamam /plaftam/ 'pay’ the
reflex of *tj is found but the alternation is suspended in some dialects.

Examples:

prmsaM /vlizam/, Bnasam /vlazam/, Bassam /vliavam/ ‘enter’; spbmam /vryftam/, Bpamam /vraftam/
P Y
give back

36. Different verbal ending

The verbal ending -mo0 /-mo/ for all tenses is found in the dialects close to the western border.
Examples:

6axme /blaxme/, 6exmo /bexmo/ 'were-we’

37. Different suffixes

The words kambk /kamyk/ ’stone’, eqemux /etfemik/ 'barley, pembk /remyk/ ’strap’ and mramsk /plamyk/
flame’ belonged to the n-stem nouns in Old Bulgarian and developed in three different ways in the dialects.
All forms have large and well defined areas. The word euemuk /etfemik/ may differ from the rest. Kambk
/kamvyk/ was selected because it is the most available word.

Examples:
kaMmbk /kamvyk/, kamuk /kamik/, kamen /kamen/ ’stone’
38. Various forms

The variants of each of these words are derived from a common Old Bulgarian form, so in spite of the
seemingly great phonetic differences they cannot be interpreted as lexical variation.

Examples:
Bue /vie/, Bu /vi/, Be /ve/ 'you’; ToraBa /togava/, Torac /togas/, reraii /tegaj/ 'then’
39. Stress

The stress in most Bulgarian dialects is free (it may fall on any syllable in polysyllabic words) and movable
(it may be moved on other syllables in inflection and word-formation).

Examples:

BuHO /'vino/, Buao /vimo/

3 Linguistic Analysis

In this section we present the results of the aggregate analysis of the data described in the previous section.
We first calculated the distances between each pair of corresponding words using a modified Levenshtein
algorithm, which also resulted in the calculation of the distances between the sites. After that, the distances
obtained between the sites were analyzed using multidimensional scaling and hierarchical clustering.

3.1 Levenshtein algorithm

The Levenshtein algorithm is a dynamic programming algorithm used to measure the differences between
two strings. The distance between two strings is the smallest number of insertions, deletions, and substitu-
tions needed to transform one string to the other. In this work all three operations were assigned the same
value, namely 1. For example, the distance between two word transcriptions in Figure 2 is 2: [e] has to be
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b - r o n
b e r a n
1 1

Figure 2: Levenshtein distance between these two strings is 2

inserted between |b| and [r| and [o]| has to be replaced by [a]. The algorithm is also directly used to align
two sequences, as can be seen in Figure 2.

The Levenshtein algorithm thus results in the calculation of a distance between each pair of strings. The
distance between two sites is the mean of all word distances calculated for those two sites. We note that
using the mean Levenshtein distance over a large sample of pronunciations effectively aggregates over a large
number of individual segment differences, the basis of most isoglosses. The final result is a distance matrix
which contains the distances between each two sites in the data set. Brett Kessler (Kessler(1995)) was the
first to use Levenshtein distance in order to calculate the linguistic distance between the dialects. Later
it was successfully applied to many other languages. The overview of the application of the Levenshtein
algorithm in dialectology can be found in (Nerbonne(2009)).

3.2 Data processing
Before applying Levenshtein algorithm, all word transcriptions were preprocessed in the following way:

e First, all diacritics and suprasegmentals were removed from word transcriptions. In order to process
diacritics and suprasegmentals, they should be assigned certain weights appropriate for the specific
language that is being analyzed. Since no study of this kind was available for Bulgarian, diacritics
and suprasegmentals were removed, which resulted in the simplification of data representation. For
example, [u], [u:], [u], and ['w:] counted as the same phone. Thus, all words were represented as series
of phones which are not further defined. The result of comparing two phones can be 1 or 0; they
either match or they do not. For example, pair [e, €| counts as different to the same degree as pair
[e, i]. Although it is linguistically counterintuitive to use less sensitive measures, (Heeringa(2004))
has shown that in the aggregate analysis of dialect differences more detailed feature representation of
segments does not improve the results obtained by using simple phone representation.

e All transcriptions were aligned based on the following principles: a) vowels may align with vowels b)
consonants may align with consonants, semivowels |[j|, [w] and sonorants. No other alignments are
allowed. The alignments were carried out using the Levenshtein algorithm described in the previous
subsection.

The final result is a distance matrix which contains the distances between each two sites in the data set. This
distance matrix was further analyzed using multidimensional scaling (MDS) and the clustering algorithm
weighted pair group method using arithmetic averages (WPGMA) that are explained below.

3.3 Multidimensional scaling

Multidimensional scaling is a dimension-reducing method used in exploratory data analysis and a data
visualization method, often used to look for separation of the clusters (Legendre and Legendre(1998)).
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The goal of the analysis is to detect meaningful underlying dimensions that allow the researcher to explain
observed similarities or dissimilarities between the investigated objects. It displays the structure of distance-
like data geometrically by attempting to arrange "objects" in a space within a certain small number of
dimensions, which, however, accord with the observed distances. As a result, dissimilar objects are plotted
far apart from each other, while similar objects are close to one another. This enables us to “explain®
the distances in terms of underlying dimensions. It has been used in linguistics and dialectology since
(Black(1973)).

3.4 Hierarchical clustering algorithms

Cluster analysis is the process of partitioning a set of objects into groups or clusters (Manning and
Schiitze(1999)). The goal of clustering is to find structures in data by finding objects that are similar
enough to be put in the same group and by identifying distinctions between the groups. The data in each
subset share some common trait—often proximity according to some defined distance measure. Cluster-
ing methods can be divided into hierarchical and partitional clustering. Hierarchical clustering algorithms
produce a set of nested partitions of the data by finding successive clusters using previously established
clusters. This kind of hierarchy is represented with dendrogram—a tree in which more similar elements are
grouped together (see below). Hierarchical clustering algorithms can be described by the following scheme
formalized by (Johnson(1967)):

e Estimate pairwise distances
e Put information on distances into matrix

Find the shortest distance in the matrix

Fuse the two closest points

Calculate the distance between the newly formed node and the rest of the nodes (matrix updating
algorithms)

e Repeat until there are no more nodes to be fused

Based on the way in which the distances between a newly formed node and the rest of the nodes are
calculated, Jain and Dubes(1988)) identify seven different algorithms. In this study we applied WPGMA
in order to find grouping in the data. See Proki¢ and Nerbonne(To appear)) for a discussion of alternatives.

WPGMA calculates the distance between the two clusters, i.e. between a newly formed node and the rest
of the nodes, as the average of distances between all members of two clusters. The clusters that fuse receive
equal weight regardless of the number of members in each cluster.

dk[lﬂ = (% X dkz) + (% X dkj)
In this formula ¢ and j are the two closest points that have just been fused into one cluster[i, j], and k
represents all the remaining points (clusters). Because all clusters receive equal weights, objects in smaller
clusters are more heavily weighted than those in the big clusters. As a result there is no distortion during
the fusion of a large group of objects with the small group of objects. This enables us to detect dialect

areas that contain small number of sites, unlike with some other hierarchical clustering algorithms.
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Figure 3: Traditional map of Bulgarian dialects

3.5 Traditional scholarship

Traditional scholarship (Stojkov(2002)) divides the Bulgarian language area into two main groups: western
and eastern. The border between these two areas is so-called ’jat’ border that reflects different pronunci-
ations of the old Slavic vowel ’jat’. It goes from Nikopol to the north, near Pleven and Teteven down to
Petrich in the south (bold dashed line in Figure 3). Stojkov divides each of these two areas further into
three smaller dialect zones, which can also be seen on the map in Figure 3. In the west, he distinguishes
Southwestern dialects, Northwestern dialects and the (Serbian) transitional zone. In the east, according
to (Stojkov(2002)), there are Moesian, Balkan and Rupskian dialects. This 6-fold division is based on the
variation of different phonetic features. No lexical or syntactic differences were taken into account.

3.6 Results
3.6.1 MDS

The results of applying multidimensional scaling to the data analyzed using the Levenshtein algorithm can
be seen in the MDS plot in Figure 4. Here, first two extracted dimensions are plotted against x and y axes.
On the right, all three extracted dimensions are represented by different shades of red, green and blue.

The first three dimensions represented in Figure 4 explain 98% of the variation found in the data. The first
extracted dimension explains 80% of the variation, and the second extracted dimension an additional 16%
of the variation. The MDS plot reveals that there are two separate groups in the data. This division of sites
follows the x axes. By putting all sites on the MDS map, we can see that this division of sites corresponds
to the division of the country to the East and West (dark green and red on the MDS map). This division
explains 80% of the variation of the data, making it the most important division of the Bulgarian dialect
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Figure 4: MDS plot and MDS map: both show clear east-west division of the sites

area. The second dimension, which explains 16% of the variation, divides the sites along the y axis. This
division of sites corresponds to the separation of the Rodopi area in the south from the rest of the country
(light green color on the MDS map). It should also be noted that the southern group of varieties is much
more heterogeneous than the rest of the data. It lies between the two much more homogeneous groups
without clear separation to any of the two. No other dialect areas were detected using this method.

3.6.2 WPGMA

The result of the WPGMA analysis is a dendrogram that can be seen in Figure 5.

The dendrogram shows that at the highest level of hierarchy there is a very short branch that separates
2 and 3-way split of the data. The two-way split of the data follows the ’jat’ border, while in the 3-way
division varieties from the Rodopi area form a separate group. In the maps in Figure 6 we can see 2 and
3-way split produced by the WPGMA algorithm. These findings conform both with the traditional division
of the sites as given by (Stojkov(2002)) and with the results obtained by MDS. In order to confirm results
obtained by WPGMA, we have also analyzed the data using two other hierarchical clustering algorithms,
namely unweighted pair group method using arithmetic averages and Ward’s method. These two methods
gave exactly the same 2 and 3-way divisions of the sites as WPGMA. Findings of the MDS, as well as the
perfect agreement of three different hierarchical clustering algorithms, confirm that the main division of
the sites goes along the ’jat” border dividing the Bulgarian dialect area into the east and west. The third
dialect area that can be asserted with high confidence is the Rodopi area in the south. Varieties in this area
are much more heterogeneous than varieties found in the east or west. According to all three hierarchical
clustering algorithms the Rodopi area is grouped with the eastern varieties, although MDS plot, as well
as the dendrogram in Figure 5 show that this dialect area lies between the east and west without clear
separation from any of the two.

Since traditional scholarship defines six dialect areas, we have also performed 6-way clustering of the data.
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Figure 5: Dendrogram produced by WPGMA

The results can be seen in Figure 7. Except for the already mentioned 2 and 3-way division of the sites, we
can also see that a group of sites around the border with Serbia forms a separate group. No other groups
were found in the data. The reason for this could be either due to the simplified representation of the data

described in Subsection 3.2, or due to the skewed feature distribution present in our data set. They may

also point to shortcomings in the traditional studies. At the moment we are investigating the distribution of
the features responsible for the traditional division of sites in our data set. However, 2 and 3-fold divisions

of sites can be asserted with high confidence, which was also found in our previous study of the same data

set (Proki¢ and Nerbonne(To appear)).

Figure 6: 2 and 3-way split produced by WPGMA
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Figure 7: 6-way classification produced by WPGMA

3.6.3 Noisy clustering

Since hierarchical clustering algorithms are known for their instability (Jain and Dubes(1988)), we have
also performed noisy clustering in order to check the stability of the WPGMA results. Noisy clustering
is a procedure in which small amounts of random noise are added to matrices during repeated clustering.
The main purpose of this procedure is to reduce the influence of outliers on the regular clusters and to
identify stable clusters. As shown in (Nerbonne et al.(2008)Nerbonne, Kleiweg, Manni, and Heeringa)
it gives results that nearly perfectly correlate with the results obtained by bootstrapping—a statistical
method for measuring the support of a given edge in a tree (Felsenstein(2004)). The advantage of the noisy
clustering, compared to bootstrapping, is that it can be applied on a single distance matrix. The result of
noisy clustering is a dendrogram which shows the confidence of every branch in the dendrogram. It ranges
between 50 and 100 per cent, since we recognize only groups recognized 50 per cent or more of the times.

Applied to our data set, noisy clustering has confirmed that there are two relatively stable groups in the
data: eastern and western. However, the dendrogram obtained by applying noisy clustering to the whole
data set shows low confidence for the two-way split of the data, between 52 and 60 per cent. After removing
the southern (Rodopi) villages from the data set, we obtained dendrograms that confirm two-way split of the
data along the ’jat’ border with much higher confidence, ranging around 70 per cent. These values are still
not very high. In order to check the reason for the influence of the southern varieties on the noisy clustering
we examine an MDS plot in two dimensions with cluster groups marked by colours. In Figure 8 we can see
the MDS plot of 6 groups produced by the WPGMA algorithm. The MDS plot reveals two homogeneous
groups (the green and red dots vs. dark blue and magenta dots) and a third, more diffuse, group that lies
at a remove from them. The third group of the sites represents the southern group of varieties, colored
light blue and yellow, and is much more heterogeneous than the rest of the data. Closer inspection of the
MDS plot in Figure 4 also shows that this group of dialects has a particularly unclear border to the eastern
dialects, which could explain the results of the noisy clustering applied to the whole data set. More detailed
discussion of the instability of our data set can be found in (Proki¢ and Nerbonne(To appear)).

4 An information theoretic perspective

The term information is used in a wide range of scientific fields. In information theory (Cover and
Thomas(2006)), it is defined on the basis of the probability of an element in a given data set. The proba-
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Figure 8: MDS plot of 6 clusters produced by WPGMA. Note that the good separation of the clusters is
often spoiled by unclear margins.

bility of an element is estimated as the proportion of occurrences of that element vs. the whole number of
elements:

number of occurences of x

(1) p(x) =

number of elements in the data set
If the elements of a data set are not distributed in a uniform way, the probability of the element will vary.
Rarer elements carry more information than more frequent ones.

Based on this observation, it is possible to calculate the amount of information of an element z (Lyre(2002)):

(2) I(p(z)) = —logap(z)

where p(z) is the probability of element z.

Obtaining the logarithm base two of the probability of an element converts the result into the binary system.
Other logarithms are possible, but would not change the scale of the relations between the information
amounts of the elements. Because the probability is always <= 1 the result has to be multiplied with -1 to
get a positive value.

>From the formula in 2 it follows that the information of an element decreases when the probability of an
element increases. A rarer element carries more information than a more frequently occurring one. If an
element has the probability of 1, its information is 0 because if a data set contains only one different kind
of elements, there is no surprise and with that also no information (loga1 = 0).

By summing up the information of every element in a data set X the absolute amount of information I(X)
in that data set is obtained:

3) 10X) = =3 logap(=)
=1
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where n is the number of elements in the data set. The entropy of the data set is weighted average of the
information of the individual elements.

On the basis of the probabilities of single elements, the amount of information in a whole dialect data
set can be calculated. In the next step, for every site in the data set the amount of information is calcu-
lated. These values can be mapped to a symmetric matrix which can be used for different analyses and
visualizations. Note that the information matrix represents the complete data set and not only a specific
element.

Linguistically, we note that the amount of information is larger in varieties with larger segment inventories
which are more uniformly distributed.

4.1 Analysis and Visualization

The methods shown here result in similarity matrices. These can be analyzed and visualized in many ways:
clustering and multidimensional scaling are common methods (see above). The following maps are showing
another method, the interval algorithm. For more information on interval algorithm, see (Goebl(1984), p.
93 ff.). Both maps were created with the VDM software,? using the same interval algorithm (MinMWMax)
with the same parameters (site 1 as reference point, 12 classes).

On the map in Figure 9 there is a clear distinction between the eastern and the western part of Bulgaria,
on the borders to Serbia and Turkey are transitional dialects and the mountains in the south, the Rodopi,
are showing a heterogeneous distribution of dialects.

Buldialects
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197 Sites fec. S. SOBOTA
529 Polygonseiten ad. 2008

Figure 9: The Information of the sites, in relation to the information of the whole data set.

®For a detailed description of the VDM software, see http://ald.sbg.ac.at/dm/Engl/default.htm
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5 Conclusions

Different quantitative techniques show that the main split in Bulgarian dialect area follow the ’jat’ border
and divides the country into the western and eastern language areas. These findings conform to the
traditional dialect division as presented in (Stojkov(2002)). Multidimensional scaling and WPGMA also
reveal a third group of varieties—the Rodopi area in the south of the country. This area is much more
heterogeneous compared to the rest of the country. These varieties are not clearly separated from the
western and eastern varieties as shown by noisy clustering and MDS plot of clusters (Figure 8). WPGMA
analysis has also revealed the fourth cluster at the border with Serbia. This group is marked as the
Transitional zone in the map given in (Stojkov(2002)). However, no other methods have confirmed this as
a separate group in the data. Unlike in the traditional atlases, we did not find evidence of the separation
of the western dialects into the Northwestern and Southwestern groups. The same holds for the division
of the eastern dialects into Moesian and Balkan groups. The reasons for this could be in the simplified
representation of the data where all diacritics and suprasegmentals were removed. It is also possible that
some of the features responsible for the traditional divisions of sites are not present in our data set. This
issue is being investigated at the moment. A third possibility is that some of the dialect divisions present
in the traditional atlases do not have strong basis in the linguistic features, but were rather result of more
general consideration on the part of the dialectologists. By closely examining the distribution of the features
responsible for the traditional divisions in our data set and by applying other quantitative techniques to
the data we hope to answer this question.

6 Acknowledgments

The work presented in the paper is supported by a grant from the Volkswagen Foundation awarded jointly
to the University of Tiibingen, the University of Groningen, the University of Sofia, and the Institute for
Parallel Processing, Bulgarian Academy of Sciences.

References

Paul Black. Multidimensional scaling applied to linguistic relationships. In Cahiers de ['Institut de
Linguistique Louvain, volume 3, 1973. Expanded version of a paper presented at the Conference on
Lexicostatistics. Montreal. University of Montreal.

Thomas M. Cover and Joy A. Thomas. Elements of Information Theory. Wiley-Interscience, 2006.
Joseph Felsenstein. Inferring Phylogenies. Sinauer Associates, Inc., 2004.

Hans Goebl. Dialektometrie: Prinzipien und Methoden des Einsatzes der Numerischen Tazonomie in
Bereich der Dialektgeographie. Wien: Osterreichischen Akademie der Wissenschaften, 1982.

Hans Goebl. Dialektometrische Studien. Anhand italoromanischer, rdtoromanischer und galloroman-
ischer Sprachmaterialien aus AIS und ALF. 1984.

Goro Gorov. Strandzhanskijat govor. In Bylgarska dijalectologija. Prouchvanija I materiali, volume 1,
pages 13-164. 1962.

Luka Gylybov. Govoryt na s. Dobroslavci, Sofijsko. In Bylgarska dijalectologija. Prouchvanija I mate-
riali, volume 2, pages 3—-118. 1965.

21



Wilbert Heeringa. Measuring Dialect Pronunciation Differences using Levenshtein Distance. PhD the-
sis, University of Groningen, Groningen, 2004.

Hristo Hitov. Rechnik na govora na s. Radovene, Vrachansko. In Bylgarska dijalectologija. Prouchvanija
I materiali, volume 9, pages 223-342. 1979.

Georgi Hristov. Govoryt na s. Nova Nadezhda, Haskovsko. In Izvestija na Instituta za bylgarski ezik,
volume 4, pages 177-253. 1955.

Anil K. Jain and Richard C. Dubes. Algorithms for Clustering Data. Prentice Hall, Englewood Cliffs,
New Yersey, 1988.

Stephen C. Johnson. Hierarchical clustering algorithms. Psychometrika, 32(3):241-254, 1967.

Stajko Kabasanov. Govoryt na s. Momchilovci, Smoljansko. In Izvestija na Instituta za bylgarski ezik,
volume 4, pages 5-101. 1955.

Slavka Keremidchieva. Govoryt na Ropkata (rodopska gramatika). Microprint, 1993.

Brett Kessler. Computational dialectology in Irish Gaelic. In Proceedings of the seventh conference on
European chapter of the Association for Computational Linguistics, pages 60—66, San Francisco,
CA, USA, 1995. Morgan Kaufmann Publishers Inc.

Ivan Kochev. Grebenskijat govor v Silistrensko. Izdatelstvo na BAN, 1966.

Stojan Kovachev. Trojanskijat govor. In Bylgarska dijalectologija. Prouchvanija I materiali, volume 4,
pages 161-235. 1968.

Pierre Legendre and Louis Legendre. Numerical Ecology. Elsevier, Amsterdam, Amsterdam, second
edition, 1998.

Holger Lyre. Informationstheorie. Eine philosophisch-naturwissenschaftliche Einfihrung. UTB, 2002.

Chris Manning and Hinrich Schiitze. Foundations of Statistical Natural Language Processing. MIT
Press. Cambridge, MA, 1999.

Maksim Mladenov. Jatovata granica v svetlinata na novi danni. In Slavistichen sbornik, Sofija, pages
241-256. 1973.

Maksim Mladenov. Ihtimanskijat govor. Izdatelstvo na BAN, 1966.

Maksim Mladenov. Leksikata na ihtimanskija govor. In Bylgarska dijalectologija. Prouchvanija I ma-
teriali, volume 2, pages 3-196. 1967.

John Nerbonne. Data-driven dialectology. Language and Linguistics Compass, 3(1):175-198, 2009.

John Nerbonne and Jr. William Kretzschmar. Progress in dialectometry: Toward explanation. Literary
and Linguistic Computing, 21(4):387-398, 2006.

John Nerbonne, Peter Kleiweg, Franz Manni, and Wilbert Heeringa. Projecting dialect distances to
geography: Bootstrap clustering vs. noisy clustering. In Christine Preisach, Lars Schmidt Thieme,
Hans Burkhardt, and Reinhold Decker, editors, Data Analysis, Machine Learning, and Applications.
Proc. of the 81st Annual Meeting of the German Classification Society. Berlin: Springer, 2008.

Georgi Popivanov. Sofijskijat govor. In Sbornik na Bylgarskata akademija na naukite, XXXIV, pages
209-326. 1940.

Konstantin Popov. Govoryt na s. Gabare, Beloslatinsko. In Izvestija na Instituta za bylgarski ezik,
volume 4, pages 103-176. 1955.

22



Jelena Proki¢ and John Nerbonne. Recognizing groups among dialects. International Journal of Hu-
manities and Arts Computing, To appear.

Lilo Ralev. Govoryt na s. vojnjagovo, karlovsko. In Bylgarska dijalectologija. Prouchvanija I materiali,
volume 8, pages 3—198. 1977.

Jean Séguy. La relation entre la distance spatiale et la distance lexicale. Revue de Linguistique Romane,
35:335-357, 1971.

Krystjo Stojchev. Tetevemskijat govor. In Sbornik za narodni umotvorenija, XXXI. 1915.
Stojko Stojkov. Izbrani ezikovedski trudove. Universitetsko izdatelstvo. Sv. Kliment Ohridski, 2008.
Stojko Stojkov. Kratyk osvedomitelen vyprosnik za prouchvane na bylgarskite govori. Sofija, 1954.

Stojko Stojkov. Programa za sybirane na rechnikovi materiali ot bylgarskite narodni govori. Ezik i
literatura, 2-3:92-96, 1955a.

Stojko Stojkov. Govoryt na s. Govedarci. In Izvestija na Instituta za bylgarski ezik, volume 4, pages
255-320. 1955b.

Stojko Stojkov. Osnovnoto dialektno delenie na bylgarski ezik. In Slavjanska filologija, t. I111. Sofija,
pages 105-119. 1963.

Stojko Stojkov. Govoryt na s. Mugla, Devinsko. In Izvestija na Instituta za bylgarski ezik, volume 20,
pages 3-90. 1971.

Stojko Stojkov. Bylgarska dialektologija. Izdatelstvo na BAN, 3rd edition, 1993.
Stojko Stojkov. Bulgarska dialektologiya. Sofia, 4th ed., 2002.

Stojko Stojkov and Maksim Mladenov. Proekt za ideografski dialekten rechnik na bylgarskija ezik.
Bylgarski ezik, 2:155-170, 1969.

Stojko Stojkov and Maksim Mladenov. Upytvane za prouchvane leksikata na mesten govor. Izdatelstvo
na BAN. Sofija, 1971.

Ivan Umlenski. Kjustendilskijat govor. Izdatelstvo na BAN, 1965.
Mihail Vdenov. Godechkojat govor. Izdatelstvo na BAN, 1978.

23



A List of words

a3 Jaz/ T

arne /agne/ lamb’

6esn /beli/ *white-plural’

Gepwbr /beryt/ 'pick up-they’

Gemre /befe/ 'was, were’

6pane /brane/ ’picking up’

6pamro /brafno/ flour’

obp3o /byrzo/ 'quickly’

Bsixme /blaxme/ 'were-we’

Bex1a /vezda/ ‘eyebrow’

Bede /vetfe/ ’already’

Beuep /vetfer/ 'evening’;

Buggax /vidlax/ 'saw-I’

Bue /vie/ 'you-plural’

BUHO /vino/ 'wine’

Biam3aM /vlizam/ ’enter’

Boga /voda,/ 'water’

Bos1 /vol/ ’ox’

Bpeme /vreme/ 'time’

BpbX /vryx/ 'peak’

BpbItam /vryftam/ 'give back-I’

Buepa /vifera/ 'yesterday’

BbB /vyv/ in’

Bbik /vylk/ 'wolf’

BbaHa /vylna/ 'wool’

BbHKa /vynka/ 'outside’

Bbrpe /vytre/ 'inside’

Barbp /vatyr/ 'wind’

rinasa /glava/ "head’

rinazen /gladen/ "hungry’

roeezio /govedo/ 'bovine animal’

rope /gore/ 'upstairs’

roctu /gosti/ "guests’

rpaabT /gradyt/ ’the city’

rpo3ze /grozde/ 'grapes’

magoxa /dadoxa/ 'gave-they’

e /dve/ 'two’

nasop /dvor/ 'yard’

nen /den/ ’day’

nepa /dera/ 'flay-I’

nepa /pera/ 'wash-I’

necer /deset/ 'ten’

nere /dete/ ’child’

k06 /d&ob/ 'pocket’

nuec /dnes/ 'today’

nmo6pe /dobre/ 'well-adverb’

nomy /dolu/ *downstairs’

momrba /dof¥l/ ’has come-he’

abx /dyzd/ ‘rain’

absibok /dylbok/ 'deep’

abHO /d¥yno/ 'bottom’

abpso /dyrvo/ tree’

equH /edin/ ’one-masculine’

eaHo /edno/ ’one-neutrum’

esuk /ezik/ 'tongue’

edemuk /etfemik/ 'barley’

xeusiz0 /zelazo/ iron’

KeHa /3ena/ 'woman’

Kup /3iv/ "alive’

xusesn /3iveli/ ‘lived-they’

Kbar /3¥lt/ yellow’

KbTBa /3¥tva/ "harvest’

3Be3na /zvezda/ ‘star’

3npas /zdrav/ 'healthy’

sems /zemla/ 'Earth’

3er /zet/ ’son/brother-in-law’

u /i/ 'her-dative’

uM /im/ ’them-dative’

nme /ime/ ‘name’

kaMmbk /kamyk/ ’stone’

kmou /kljutf/ 'key’

koe /koe/ 'which-neuter’

ko /kon/ ’horse’

kpbB /kryv/ 'blood’

ke /kyde/ 'where’

secro /lesno/ ’easily’

nema /lefta/ ’lentils’

maiika /majka/ ‘mother’

mecer| /mesets/ 'month’

Meco /meso/ ‘meat’

wmisikoro /mbakoto/ ’the milk’

mMHOro /mnogo/ 'much, many’

MbXK /my3/ ‘'man’

MbXke /myze/ 'men’

MBbXKBT /mY3¥t/ 'the man’

Hamre /nafe/ ‘ours’

uesenst /nedella/ *Sunday’

uerre /nefte/ 'does not want’

Herro /nefto/ 'something’

Hesi /neja/ ’her-accusative’

uue /nie/ 'we’

HOCcAT /nos’at/ ’carry-they’

HOIIL /noft/ ‘night’

HaMa /nlama/ 'there is no’

oBra /ovtsa/ ’sheep-singular’

osre /ovtse/ ’sheep-plural’

osuap /ovtfar/ ’shepherd’

osuapu /ovtfari/ ’shepherds’

orbH /ogyn/ ’fire’

one3u /onezi/ 'those’

opex /orex/ 'walnut’

neka /peka/ 'bake-T’

ceka /seka/ ’chop-T’

nenen /pepel/ ’ash’

neres /petel/ 'rooster’

nerbk /petyk/ 'Friday’

mramam /plaftam/ "pay-T’

nouesiesninvk /ponedelnik/ "Monday’

npba /prytf/ ’hi-goat’

nbpBusAT /pyrvijat/ ‘the first’

obr /pyt/ road’

nsacbk /plasyk/ ’sand’

peka /reka/ 'river’

pbka /ryka/ "hand’

pbie /rytse/ Thands’

ce /se/ ‘one’s self’

cera /sega/ 'now’

cena /sedla/ ’sit-I’

cectpa /sestra/ ’sister’

cupene /sirene/ 'cheese’

cost /sol/ ’salt’

cpenara /sredata/ ’the middle’

cpaga /srlada/ "Wednesday’
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craper /starets/ ’old man’

crpax /strax/ 'fear’

cyx /sux/ 'dry’

cnboTa /sybota/ 'Saturday’

cbpr /syrp/ ‘sickle’

cbe /sys/ 'with’

rakbs /takyv/ ’such’

TBOI /tvoj/ ’yours’

roBa /tova/ ’this’

rorasa /togava/ 'then’

TbMHO /tymno/ ’dark’

TbHKO /t¥nko/ 'thin’

TpeBa /treva/ 'grass’

yrpe /utre/ tomorrow’

yxo /uxo/ ’ear’

dbypua /furna/ ’oven’

xis16 /xPab/ 'bread’

xopo /xoro/ 'chain dance’

xybas /xubav/ ’beautiful-m’

xy6aso /xubavo/ 'beautiful-n’

g /tslal/ 'whole’

gakar /tfakat/ 'wait-they’

gepser /tferven/ 'red’

gepen /tferen/ 'black’

gepemta /tferefa/ ‘cherry’

gera /tfeta/ 'read-TI’

germmva /tfefma,/ fountain’

qoBek /tfovek/ "human’

me /fte/ 'will’

g /ja/ "her-accusative’

sa6baka /jabylka/ ‘apple’

sg6baku /jabylki/ "apples’

siitie /jajtse/ ‘egg’

giina /jajtsa/ ‘eggs’

aM /jam/ 'eat-I’

sutewn /jadef/ 'eat-you’
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