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Proposals

1. Human Parity in MT

2. Literary MT EN→NL
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Human Parity in MT



Human Parity in MT

Claims that MT is as good as human translators (HT). I.e. bilingual speakers do not perceive

HT significantly better than MT.

• 2018: ZH→EN, EN→CS (Hassan et al., 2018; Läubli et al., 2018; Toral et al., 2018)

• 2019: EN→{DE,RU}, DE→EN (Barrault et al., 2019)

Humans cannot (to some extent) discriminate between HT and top MT systems

RQ1. Can a machine distinguish between top MT and HT?

RQ2. What does the machine do differently?
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Literary MT EN→NL



Literary MT EN→NL

Build a literary-adapted MT system for EN→NL

• Data acquisition and preparation: novels in EN and their translations in NL

• Training: document-level Transformer (Junczys-Dowmunt, 2019)

• Evaluation on a set of representative novels, vs generic systems (DeepL and Google)

RQ. Does a domain-specific system outperform a strong generic system?

Use: EN novels accessible to NL audience
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Thank you!

Questions?
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