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[P1] Predicting success in Neural MT
[P2] Compositionality in Neural Networks
[P3] Extracting Access Control policies from text 



[P1] Predicting success in Neural Machine Translation (NMT)

NMT quality varies dramatically among language pairs. Differences in morphology 
and word order lead to worse quality

Which typological features make a language harder to model?



To isolate specific features we work with synthetic languages:
- Toy languages created with synchronous grammars, OR
- Real languages with fictitious features

[Ravfogel et al. 2019] Studying the Inductive Biases of RNNs with Synthetic Variations of Natural Languages

[P1] Predicting success in Neural Machine Translation (NMT)



[P2] Measuring compositionality in neural networks 
(with D. Hupkes, UvA)

Do neural language models (NLMs) systematically recombine known parts and 
rules? Do NLMs favour rules or exceptions during training? 

[Hupkes et al. 2019] The compositionality of neural networks: integrating symbolism and connectionism 



Extend [Hupkes et al. 2019] by:

● Monitoring accuracy of various 
tests over training time 

● Strengthening the comparison of 
different architectures with better 
hyperparameter tuning

● Extending the dataset .. ?

[Hupkes et al. 2019] The compositionality of neural networks: integrating symbolism and connectionism 

[P2] Measuring compositionality in neural networks 
(with D. Hupkes, UvA)

Benchmark: PCFG SET



[P3] Extracting machine-readable access control policies from text 
(with F. Turkmen, RuG-CS)

- Natural language is the preferred way to express 
security policies within real-world organizations
- NLP techniques (word embedding, information 
extraction) can help automate this process 
- We’ll look at ways to better evaluate state-of-the-art 
methods and improve their NLP components

[Alhoaly et al. 2019] Automated extraction of attributes from Natural Language ABAC Policies


