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Abstract

This paper describes the systems de-
signed by the Fraunhofer IAIS team at the
CLIN29 shared task on cross-genre gender
detection in Dutch. We show two alter-
native classification approaches: a rather
standard one consisting of feature engi-
neering and a random forest classifier; and
an alternative one involving a LSTM clas-
sifier. Both are enhanced by a LDA model
trained on stems. We considered vari-
ous features such as frequency of func-
tion words, parts-of-speech and sentiment
among others. We achieved 53.77% aver-
age accuracy in the cross-genre settings.

1 Introduction

The CLIN29 shared task is defined as predict-
ing the gender of the author of collections of
texts in Dutch. The organizers provided a labeled
dataset from three different genres according to
their source: ”Twitter”, ”Youtube” and ”News”.
For each of these genres, we were asked to pre-
dict the gender of the respective author by means
of two different models: one trained with the text
collection of the same genre (in-genre setting) and
one trained with anything but text from the same
genre (cross-genre setting).

We decided to design a common machine learn-
ing pipeline (per presented system) that works for
all the settings. Thus, all the models are learned
by applying the same pipeline and they only differ
by their respective training data. This pipeline is
described in section 3. Due to the shared task mo-
tivation of exploring approaches for cross-genre
settings, we focused on tuning the pipeline com-
ponents by evaluating each configuration on the
three cross-genre settings exclusively, virtually ig-
noring intra-genre evaluations for hyperparameter

tuning.
Finally, our experiments suggested that two dif-

ferent architectures were the best to tackle this
shared task: one based on term frequency of func-
tion words and topic modelling; and another based
on recurrent neural network using features of dif-
ferent nature. Since we were allowed to submit
two different runs per setting, we provided predic-
tions from both systems for each of the defined
settings. Although both approaches reached sim-
ilar accuracy values in the cross-validations that
we performed on the training dataset, the evalua-
tion on the final test dataset shows that our first ap-
proach can generalize better on the evaluated gen-
res.

2 Related Work

There is already a certain tradition on research
on the broader area of author profiling, which in-
cludes detection of other author characteristics of
the author such as their age, as we can see at the
PAN shared task series 1. However, most of the
research has been performed for text in English.
In particular, we could only find previous work
on cross-genre author gender detection in Dutch
at the PAN 2016 shared task (Rangel et al., 2016).
Most of the features that our models use are in-
spired by the best performing systems presented
for that challenge.

Syntactic features such as part-of-speech (POS)
and syntactic dependency relations can predict au-
thor gender (Company, 2016). Due to their inde-
pendence from the semantic content, we consid-
ered them suitable for cross-genre settings. Hence,
we incorporated both of them in the second ap-
proach that we present.

Chen et al. (2018) showed that emoji usage in
twitter highly depends on the gender of the author.

1https://pan.webis.de



Figure 1: Pipeline overview including both pre-
sented systems.

However, emojis appear mostly on social media
and they hardly exist in the ”News” genre. Hence,
we decided to remove all emojis and emoticons in
order to prevent overfitting in cross-genre settings:
our aim was to test the same set of features in all
settings at the cost of eventually underperforming
at in-genre settings.

3 Experimental Setup

Our two systems consist of three main processes:
topic modeling, feature extraction and classifica-
tion. An overview of the pipeline can be visualized
in figure 1.

3.1 Topic modeling

Data: The topic modeling module takes two ex-
ternal corpora as input:

• NLCOW142: the Dutch web corpus from
the COW initiative (Schäfer and Bildhauer,
2012; Schäfer, 2015).

• Wikipedia: A Dutch Wikipedia dump from
2018-10-013.

Filtering: In order to comply with the cross-
genre setting rules of not using any text coming

2https://github.com/rsling/cow , https:
//github.com/rsling/texrex

3https://linguatools.org/tools/
corpora/wikipedia-monolingual-corpora/

from the genre where it is evaluated, we filtered
out all documents from NLCOW14 whose URL
contains the string ”twitter” or ”youtube”. Since
the concept of genre is rather defined by the data
source than by the text content, we consider that
this approach suffices to discard all texts belong-
ing to the ”twitter” and ”youtube” genres: each of
these genres comes from a single data source.

In contrast to the other genres, ”News” may
come from diverse data sources which we can-
not reliably filter out by just checking the docu-
ment URL against a blacklist in the same way that
we did for the NLCOW14 corpus. Therefore, we
selected the Wikipedia corpus for the topic mod-
elling part of the two ”News” settings.

Preprocessing: From each document, a set of
words is filtered out, namely: stop words, emoti-
cons, emojis, URLs and words starting with the
characters ’#’and ’@’ (typical for Twitter hash-
tags and mentions respectively). Then, each word
token is both lemmatized and stemmed consecu-
tively. Word tokenization and lemmatization are
performed with the help of the Frog parser (Bosch
et al., 2007) available via LaMachine 4 while stem-
ming is achieved with NLTK (Bird et al., 2009).

Model training: We train latent Dirichlet al-
location (LDA) models (Blei et al., 2003) with
50 topics on a document basis using the respec-
tive Gensim software package (Řehůřek and So-
jka, 2010). That is, each document is assigned a
50-dimensional vector at the end of this process.

3.2 Feature extraction

The labeled data from the three genres goes
through a similar preprocessing as described for
topic modeling. However, instead of being lem-
matized and stemmed, non-function words are
normalized into some special tokens. Namely,
words which are parsed as nouns, verbs, adjec-
tives and special words are substituted by a to-
ken related to their POS. Additionally, tokens rec-
ognized as ordinals, hours, dates and other types
of numbers are normalized to respective tokens as
well.

The feature vector used for classification is de-
pendent on the system:

3.2.1 System 1
We create feature vectors based on function words.
In our preprocessed text, only function words and

4https://proycon.github.io/LaMachine/

https://github.com/rsling/cow
https://github.com/rsling/texrex
https://github.com/rsling/texrex
https://linguatools.org/tools/corpora/wikipedia-monolingual-corpora/
https://linguatools.org/tools/corpora/wikipedia-monolingual-corpora/
https://proycon.github.io/LaMachine/


normalized tokens are left. For each document,
we compute the logarithm of the term frequency
vector normalized with respect to the L1-norm as
proposed by Diederich et al. (2003).

Since we assume that their usage frequency vary
depending on the context where they appear, we
concatenate a 50-dimensional vector inferred from
the trained LDA model in order to provide contex-
tual information to the model.

3.2.2 System 2
We decided to try also a neural network architec-
ture based on a long short-term memory (LSTM)
classifier (Hochreiter and Schmidhuber, 1997).
Since some dependencies across words within a
document may also be characteristic from a spe-
cific gender (Chen et al., 2018), the LSTM should
capture their relevancy for classification. For this
architecture, we understand a document as a se-
quence of words. We transform each document
into a sequence of vectors relative to the word to-
kens of each document. Per sentence, we also add
two additional tokens marking the start and the end
of the sentence respectively.

Each of these vectors contains:

• A coarse-grained POS tag (e.g. verb).

• A fine-grained POS tag (e.g. 1st person, sin-
gular, present).

• Position of the word within the sentence.

• Relative position of the word (position / sen-
tence length)

• Position distance of the word respect to the
parent word (in the syntax dependency tree)
within the sentence.

• Polarity score.

• Subjectivity score.

For each vector, we append a 50-dimensional vec-
tor inferred by the respective LDA model from the
document where the respective word resides in the
same fashion that we do for system 1.

The POS tags are based on the Corpus Gespro-
ken Nederlands (CGN) tags (Van Eynde, 2004)
obtained by the Frog parser. For each parsed CGN
tag, we split the string into the part before the
brackets, which is our coarse-grained POS (e.g.
”WW” for verbs); and the part within the brackets,
which constitutes our fine-grained POS tag (e.g.

”pv,tgw,ev” for finite verb, present tense, singu-
lar).

The polarity and subjectivity scores are ob-
tained from the Pattern software package (Smedt
and Daelemans, 2012).

In order to have a document representation of
fixed size, we restrict each representation to a se-
quence of 100 vectors. If a document has less
than 100 vectors, we prepend zero vectors until we
reach the fixed size.

3.3 Classification
For both systems, the training data depends on the
evaluated setting: for the in-genre settings, only
the provided examples from the same genre are
used to generate the feature vectors; for the cross-
genre settings, the examples for the not evaluated
genres are fetched. Additionally, each feature vec-
tor includes a topic vector inferred by the respec-
tive topic model. For instance, the training set the
for ”In-genre Twitter” setting consists of the pre-
processed ”Twitter” examples plus a topic vector
derived from a topic model trained on the NLWAC
corpus, whereas the training set for the ”Cross-
genre Twitter” setting is made out of the prepro-
cessed ”News” and ”Youtube” examples (plus the
respective topic vectors).

3.3.1 System 1
We train a random forest classifier (Breiman,
2001) for each of the defined settings by means of
its scikit-learn implementation (Pedregosa et al.,
2011) on the generated vectors from the feature
extraction module and the labels from the given
dataset. All classifiers have identical hyperparam-
eter configurations (namely 2001 estimators, log2
of the number of features as maximum features,
minimum number of samples required to split an
internal node, 2 minimum number of samples re-
quired to be at a leaf node) but a different maximal
depth of the trees, which is detailed in table 1. We
found no significant improvement by having other
setting-specific hyperparameters.

3.3.2 System 2
Per setting, we train the following recurrent neural
network architecture with Keras 5:

• A bidirectional LSTM layer with 50 hidden
units with 0.5 dropout ratio for the linear
transformations of the inputs and the recur-
rent state respectively.

5https://keras.io/

https://keras.io/


Setting Max depth
Twitter in-genre 5
Twitter cross-genre 4
News in-genre 11
News cross-genre 8
Youtube in-genre 10
Youtube cross-genre 5

Table 1: Max depth length set for the random
forest classifiers for each setting.

Setting # Training Sys. 1 Sys. 2
examples

In-genre
Twitter 20,000 59.45 59.15
News 1,832 50.30 49.40
Youtube 14,744 55.66 55.11
Average 55.14 54.55
Cross-genre
Twitter 16,576 54.25 51.77
News 34,744 54.80 50.40
Youtube 21,832 52.27 50.94
Average 53.77 51.04

Table 2: Accuracy (in %) of our submitted pre-
dictions from the two presented systems.

• A dropout layer with 0.5 ratio

• A softmax layer

The architecture is trained by a Nesterov Adam
optimizer (Dozat, 2016) with a categorical
crossentropy loss function.

4 Results and discussion

As we can see from table 2, system 1 performs
consistently better than system 2 in all settings.
This is an unexpected result considering that the
latter learns from a wider range of features. It
is possible that the amount of training examples
might have not sufficed for the second approach to
work better than the first one because LSTM clas-
sifiers require considerably more labeled examples
than random forest classifiers.

Another surprising result is that the accuracy
in the cross-genre setting is higher than in the in-
genre one in the case of the ”News” datasets. This
is probably to the much larger size of the training
dataset for the cross-genre setting (34,744 exam-
ples from ”Twitter” and ”Youtube”) than for the
in-genre setting (1,832 examples from ”News”).

Therefore, system 1 may still perform better if it
had a larger training dataset.

Our models show that they can only predict au-
thor gender for only a (small) part of the evalu-
ated text collections. Hence, we suspect that most
pieces of text do not have any genre-independent
characteristics that can be reliably used to predict
the gender of the author, although in some of them
this may be possible. Therefore, we remain un-
certain about whether it is feasible (in general) to
predict author gender by using features that are in-
dependent from the text genre.
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