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Abstract

The interface levels PF and LF of the Government and Binding theory (GB) have been

redefined in Minimalism as a ‘sensory-motor’ component (for PF) and a ‘conceptual-

intentional’ component (for LF). The main point of this article is that this redefinition of

the interface levels should lead to an adjustment of the model of grammar, such that

Narrow Syntax feeds LF, and LF feeds PF. We propose that LF is the component of the

model of grammar in which conceptualizations and intentions of the speaker become

relevant and that Narrow Syntax (Merge) should be blind to these speaker-sensitive

aspects. The argument is based, among others, on case/agreement phenomena that

cannot be analyzed as a function of Merge, but are semantically motivated, i.e. refer to

conceptualizations and intentions of the speaker. Since these conceptualizations and

intentions of the speaker are introduced at LF, and inflectional morphology is realized

at PF, LF must feed PF.

Keywords

minimalism, model of grammar, PF, LF, speaker/hearer phenomena, case, agreement,

ellipsis, binding, scope, wh-movement

1. Introduction*

The model of grammar assumed in theoretical syntax today typically involves three
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of 2024. M any  t hanks to the audiences at these occasions, in particular to Klaus Abels. Also many thanks to

Marjolein Wietske Talsma, who raised several issues the resolution of which led to the current proposal.



components (e.g. Chomsky 1995:228): a set of elements to work with (Numeration), a

structure-building operation (Narrow Syntax), and a set of externalization components

linking the structure to other components of the mind/brain. The externalization

components are traditionally  called LF (for semantics) and PF (for

morphology/phonology), and we will stick to the traditional designations (rather than

use C/I for ‘conceptual/intentional’ and S/M for ‘sensory/motor’).

This model takes the syntactic component (Narrow Syntax) to feed into both LF and

PF directly, predicting no direct interaction between the components dealing with sound

and meaning. Any sound-meaning interaction observed should be considered to be

indirect, mediated by Narrow Syntax.

The question I want to raise in this article is whether that traditional separation of

PF and LF should be maintained. I will argue that there is reason to reconceptualize the

model in such a way that PF is ordered after LF, and that in fact the sy ntax-PF

interaction is indirect, and mediated by LF.

2. Definitions

In line with current thinking in theoretical syntax (e.g. Chomsky et al 2023), I take

Narrow Syntax to be defined by the operation Merge, combining two elements from the

Numeration into a set. (In fact, it is better to think of the output of Merge as an ordered

pair, but I will ignore such issues here.) Merge is a recursive operation, meaning that the

output of any operation Merge can be the input for another such operation. This is the

basic generative system of the model of grammar.

Other operations of Narrow Syntax, should they exist, must be a function of Merge.

Chomsky et al (2023) discuss two such operations, Agree and Form Copy, which I take

to be redundant. Movement is taken to be just another instance of Merge (‘Internal

Merge’), joining an element with one of its terms. Importantly, not all reorderings that

can be observed are taken to be part of Narrow Syntax. Head movement, right

dislocation, cliticization, scrambling (however defined) and other effects of linear order

may be argued to take place at PF. Likewise, questions of linear order play no role in

Narrow Syntax, which is merely concerned with hierarchical order, and come to the fore

only at PF.

The position of covert movement, which used to define LF (e.g. May 1985), in the



current model of grammar is questionable (cf. Chomsky 1995: 377). It is not clear that

Merge, which defines Narrow Syntax, should be taken to exist covertly as well. In earlier

versions of the theory, most notably Government and Binding theory, syntax was taken

to involve an overt and a covert part, the latter having no effect on PF (observable linear

order). This was employed in the analysis of languages lacking overt wh-movement and

in the derivation of (inverse) quantifier scope. On this conceptualization, syntax/LF is

just a single component with a randomly placed spell-out point feeding PF. The currently

assumed separation of PF and LF is a remnant of this conceptualization of syntax as

having an overt and a covert part.

To our knowledge, very little work has been done on defining LF if covert movement

is taken not to be part of it. I will make some tentative proposals below. At the very

least, it would seem appropriate to regulate semantic dependencies (i.e. quantification,

scope) at LF, and to in some way mark scope relations that appear to not be a direct

function of Merge (i.e. inverse scope). But as I will argue below, several aspects of

interpretation, having to do with discourse and information structure, but also

categorization (including reanalysis), idiomatic interpretation, and ad sensum effects

(semantics overriding syntactic features) should arguably be situated here. The same

might be said for binding and reference, and for the factors involved in various types of

ellipsis and coordination more generally. It will be seen that many of the aspects listed

here are currently taken to be part of Narrow Syntax, and we will be concerned with the

question to what extent this is felicitous.

PF is defined by whatever is required to generate an observable output. Minimally

this inv olv es phonology, but crucially morphology is also taken to be part of PF

(‘morphology after syntax’) in the sense that the choice of the optimal form for spelling

out syntactic features (such as agreement, tense, etc.) is done postsyntactically. That is,

there is a point where terminals generated by Narrow Syntax are substituted for forms

from a language specific lexicon, essentially a collection of ordered paradigms (e.g. Halle

and Marantz 1993: 121-122). Likewise, linearization, yielding head-initial and head-final

orders, as well as certain shifts involved with heavy or light categories, is taken to be a

postsyntactic operation located at PF (Chomsky 1995: 334). This includes ellipsis, which

is taken to be just failure to spell-out (Merchant 2001). Finally, and importantly for our

discussion, head movement, including ‘second position phenomena’,  is also considered

to be such a linearization effect, located at PF, rather than a syntactic movement of

Narrow Syntax (Chomsky 2001, Zwart 2017).



These definitions are important for the evaluation of previous claims on the relation

between the syntactic, semantic and phonological components of the grammar (e.g. the

contributions in Inkelas and Zec, eds. 1990, and for instance Culicover and Jackendoff

2005:18). For example, the observation that the construction of Intonational Phrases

(a PF-defined prosodic category) is relevant to the phenomenon of Heavy NP Shift (Zec

and Inkelas 1990:377) does not lead to the conclusion that phonology feeds syntax, if

Heavy NP Shift is no longer considered to be a rule of syntax. 

It seems that much of the evidence adduced in previous work targets phenomena

that are currently not taken to be part of Narrow Syntax, such as cliticization, deletion,

and head movement. So this article is first and foremost an investigation of the

consequences of the current definition of the syntactic, semantic, and phonological

components for the way the model of grammar is organized.

3. Semantically motivated agreement morphology

It has long been observed that agreement morphology can be sensitive to features that

seem to reference aspects of the semantics or the discourse (e.g. Barlow 1999). T his

overrules the expected morphology motivated by syntactic dependency (e.g. subject-

verb agreement). Examples are given in (1)-(3).

(1) British English

The police have made some investigations

(2) Swahili (Bokamba 1980:12)

ki-jana a-me-anguka

7-youth SU:1-PERF-fall

‘The lad fell.’

(3) Inari Sami (Corbett 2006:146)

alma-h kuá’láást-ava/eh onne

man-NOM.PL fish-3DU/3PL today

‘The (two) men are fishing today.’



In (1), the subject the police is morphologically singular; the plural agreement on the

auxiliary have is motivated by the circumstance that the police is interpreted as a

plurality. In (2), the subject kijana is marked by its prefix as being from the 7/8 gender

class (for inanimate or inferior entities), yet the subject agreement a- is taken from the

1/2 gender class (for human beings), apparently for semantic reasons (a lad being

human). In (3), the subject almah does not betray the cardinality of the men, but the

agreement, which is optionally dual or plural, appears sensitive to this semantic aspect

of the subject.

In the current model of grammar, it is natural to suppose that the semantic

information overruling a syntactically motivated feature specification becomes available

at LF. If so, and if inflectional morphology is generated at PF, LF must feed PF.

We may repeat this observation with agreement determined by aspects of the

speech situation. This includes honorifics, the features of speech act participants, and

discourse status.

Honorific agreement, referencing a level of respect in which a referent of the clause

is held, is quite common in the languages of the world. Below is an example:

(4) Muna (Van den Berg 1989:51)

do/to/o-mai-ghoo ne hamai

2SG.REALIS.UNFAM/HONOR/NEUTR-come-IO LOC where

‘Where do you come from?’

(unfam = unfamiliar, honor = respected, neutr = unmarked)

Here the second person addressee may trigger agreement on the verb betraying the

respect in which the addressee is held by the speaker. The second person subject, being

unexpressed, does not itself display these features, so that the honorific aspect appears

to be semantic rather than syntactic. (Muna does have sets of polite and neutral second

person pronouns.)

In other cases, it is clear that the honorific agreement is not syntactically triggered.

For example, in Maithili the honorific agreement shows up in the object agreement slot,

and references the respect in which the possessor of the subject is held:

(5) Maithili (Yadav 1997:181)

a. tõ ok-ra beta-ke dekh-l-chik



2:NHON 3:NHON-GEN son-OBJ see-PAST-2NHON>3NHON

‘You saw his son.’

b. toh-cr beta ok-ra dekh-l-kcuk

2:NHON-GEN son 3:NHON-OBJ see-PAST-3NHON>2NHON

‘Your son saw him.’

The agreement ending is fused, indicating subject and object in that order. In (5b), the

subject is the 3sg tohcr beta ‘your son’, but the object slot references the 2sg possessor

of the subject (tohcr ‘your’) rather than the object okra ‘him’. As there is no evidence

that the construction involves possessor raising (Stump and Yadav 1988), the honorific

agreement again seems to be semantically rather than syntactically motivated.

The same object agreement slot can be used for honorific agreement with the

adressee in the related language Angika:

(6) Angika (Bhattacharya 2011:11)

a. huni ok-raa dekh-al-ak-hin

3:HON he-OBJ see-PAST-3SU-3OB

‘He saw him.’

b. huni ok-raa dekh-al-ak-hõ

3:HON he-OBJ see-PAST-3SU-2:HON

‘He saw him.’ (said to a respected person)

Since the addressee is not syntactically represented, the agreement must be

semantically motivated. A common solution is to postulate a speech participant

projection high in the syntactic tree structure, so that the agreement could be a function

of syntactic structure  (e.g. Miyagawa 2012 for Basque; see also Wiltschko 2021). But

this is unnecessary if PF can be fed by LF.

Related to this is the observation that in Dargi, both subjects and objects may trigger

agreement on the verb, the choice being determined by the position of the subject and

object on the person hierarchy (Van den Berg 1999: 158). A similar sensitivity to the

person hierarchy is observed in languages like Basque and Georgian, where the person

hierarchy determines what kind of agreement shows up in which agreement slot (Béjar

and Rezac 2009). Thus, in Basque, the verb initial object agreement slot (n- in (7a)) is



exceptionally filled by a marker referencing the first person subject, in cases where a

first person subject is combined with a third person object:

(7) Basque (Béjar and Rezac 2009:37)

a. ikus-i n-ind-u-i-en

see-PERF 1SG-NPRS-have-3-PAST

‘He saw me.’

b. ikus-i n-i-u-i-en

see-PERF 1SG-NPRS-have-3-PAST

‘I saw it.’

These observations raise the question where in the model of grammar the position of a

noun phrase on the person hierarchy is evaluated. In the absence of compelling evidence

to the contrary, I would like to maintain that this evaluation belongs in the

conceptual/intentional component, LF, which should therefore be taken to feed PF,

where the morphology is realized.

Relevance of the speech situation for inflectional morphology is also found in the rare

phenomenon of speaker agreement:

(8) Ignaciano (Ott and Burke de Ott 1983:36)

a. ma-yana

3SG.MASC-go

‘he must go’ (spoken by a male)

b. ñí-yana

3SG.MASC-go

‘he must go’ (spoken by a female)

If information about the speech situation is not part of Narrow Syntax, but becomes

available at LF, these facts again suggest that PF is ordered after LF.

Agreement may also be a function of information structure status of the referents of

argument noun phrases (see Corbett 2006:197f). For instance in Khanty objects trigger

agreement only if they are ‘secondary topics’ (Nikolaeva 2001). Or a focused subject

triggers special, reduced agreement in Somali (Saeed 1993 in Corbett 2006:203). Here

the arguments carrying these particular information structure roles are present in the



syntax and the agreement appears to be a function of syntactic organization as well as

discourse status. But there are cases where information structure based agreement

cannot be explained in syntactic terms, barring complications of the analysis. This

applies to the well-known long distance agreement cases in Tsez (Polinsky and Potsdam

2001) and Innu-aimûn (Branigan and MacKenzie 2002), where the agreement trigger

is a topic that does not c-command the verb on which the agreement is expressed (cf.

Corbett 2006:198). To illustrate:

(9) Tsez (Polinsky and Comrie 1999:116-117)

a. eni-r [ už-â magalu b-âc’-ru-ëi ] r-iy-xo

motherII-DAT boyI-ERG breadIII:ABS III-eat-PART-NMLZ IV-know-PRES

b. eni-r [ už-â magalu b-âc’-ru-ëi ] b-iy-xo

motherII-DAT boyI-ERG breadIII:ABS III-eat-PART-NMLZ III-know-PRES

(both) ‘Mother knows the boy ate the bread.’

In (9a), the matrix verb riyxo ‘knows’ shows default agreement, triggered by the

complement clause. But in (9b), the verb is biyxo, expressing agreement with the third

gender object magalu embedded inside the complement clause. This can only take place

if said object is the topic. The same condition applies to the similar phenomenon analysed

in Innu-aimûn in Branigan and MacKenzie (2002). Here it seems that only the semantic

(information structure) information is relevant, not the syntax.

In the analysis of Polinsky and Potsdam (2001), the embedded object is raised at LF

to the edge of the embedded clause, bringing it close enough to the matrix verb for the

agreement to be a function of syntactic structure. But this is unnecessary if information

structure status becomes available at LF, and LF feeds PF. (Needless to say, any

analysis involving LF-raising also supports the idea that LF feeds PF.)

The observations in this section suggest a generalization, which is:

(10) Generalization

Unexpected agreement is semantically motivated.

In (10), ‘expected’ refers to the standard situation where agreement is a function of

Merge (i.e. respects c-command relations), and ‘semantics’ is intended to also include

discourse and information structure. If (10) holds, and if agreement is realized



postsyntactically as part of PF, LF must feed PF.

4. Case

Case in Government and Binding theory (‘abstract case’) is just the term for

grammatical function (subject, object), also known as ‘structural case’. For case in this

sense, we can assume a direct interaction between Narrow Syntax, where grammatical

functions are defined, and PF, where case morphology is realized. However, it has always

been clear that not all case-markings are structural in this sense, and that some case-

marking is more closely linked to semantics. This so-called ‘inherent case’ is typically

linked to the thematic role of the noun phrase in question (e.g. Chomsky 1981:171).

Thus in Marathi, an experiencer subject is marked with the dative case (subjects are

ordinarily in the nominative case, or, in the past, in the ergative case):

(11) Marathi (Pandharipande 1997:287)

tyâlâ apghâtât dzakham dzhâlî

3SG:DAT accident:LOC injury:3SG.F happen:PAST:3SG.F

‘He suffered an injury in the accident.’

In Icelandic, nonagentive subjects (12b-d) may be realized in a range of cases:

(12) Icelandic (Thráinsson 2007:201)

a. Haraldur borðaði fiskinn

Harald:NOM ate fish:DEF.ACC

‘Harald ate the fish.’

b. mig dreymdi illa

1SG.ACC dreamt badly

‘I had a bad dream.’

c. þeim finnst Haraldur skemmtilegur

3PL.DAT find Harald:NOM interesting:NOM

‘They find Harald interesting.’

d. hennar nýtur ekki við lengur

3SG.F.GEN enjoys NEG with longer

‘She is no longer here (to help).’



Likewise, objects can receive dative or genitive cases instead of the structural accusative

case (Thráinsson 2007:208-222). In most instances, these ‘inherent’ cases can be

related to thematic roles. This is supported by the observation that the inherent case of

a subject does not revert to accusative in an Exceptional Case-Marking construction,

unlike the structural nominative subject case (Thráinsson 2007:164).

What are we to make of this connection between case and thematic roles? In the

Government and Binding theory, noun phrases were taken to be assigned a thematic

role by the verb, and hence inherent case could be assigned together with that thematic

role. In that scenario, inherent case would be a function of the syntactic process of

thematic role assignment, and the relation between syntax and PF (where case

morphology is realized) could be direct, with no intermediate role for LF.

But the concept of thematic role assignment in syntax  has come under intense

scrutiny in Talsma (2025). As Talsma observes, it is very hard to maintain that noun

phrases “carry” a thematic role, as thematic roles are not ty pically morphologically

flagged on the noun phrase. Moreover, thematic roles cannot be assigned as a function

of Merge (pace Collins 2024), requiring in many cases not a head-complement but a

specifier-head configuration. Finally, as discussed by Hale and Keyser (1993:96), the

little vP of current syntactic theory is more properly to be regarded as a phrasal idiom

or a lexical item, suggesting its composition is the domain of a separate, auxiliary

derivation in the sense of Zwart (2009). I will refer to a verb/little vP element as a VERB.

If the output of such an auxiliary derivation is opaque (as seems natural), noun phrases

cannot be generated inside vP, and the mechanism of theta role assignment must be

rethought.

Talsma proposes that the subcomponents of (what I call) a VERB (the building blocks

of the little vP), such as CAUSE, DO, BECOME, etc., entail certain ‘participant requirements’

which end up as formal features of the VERB (so-called participant requirement features

or PR-features). These PR-features are then valued by the noun phrases that c-

command them, in a hierarchically ordered fashion. The interpretive effect of this

valuation is that we know which noun phrase (more precisely, which referent) acts as

which participant in the event or situation referred to by the VERB. This interpretation

clearly is the province of LF.

If this conception of thematic roles is on the right track, the information that certain

noun phrases are associated with certain thematic roles does not become available until

LF. That means that any thematic role related case realization must be fed by LF, and



cannot be the result of a direct interaction between syntax and PF.

More generally, any manifestation of case as related to semantics and/or discourse

points to a model of the type contemplated here, where LF feeds PF. This is because

Narrow Syntax, i.e. Merge, yields little or no information beyond hierarchical order.

Thus, we may (with a nod to Jakobson 1935) consider structural accusative case as a

marking that signals the presence of a hierarchically higher noun phrase (the subject),

and the nominative as a default marking (Zwart 1988). The hierarchical relations

underlying the nominative/accusative distinction are a function of Merge (cf. Zwart

2006a), but conv ersely, any deviations from those markings cannot be a function of

Merge, but must be motivated in some other way. This ‘other way’ invariably refers to

features that belong to the semantic component.

For example, a particular setting for the feature [animate] may enforce the

realization of a particular case marking. This underlies the phenomenon of NP-split

alignment, where high animate noun phrases are more likely to be marked according to

a nominative/accusative alignment, and low animate noun phrases are more likely to be

marked according to an ergative/absolutive alignment (Silverstein 1976). Interestingly,

this can give rise to mixed patterns, where a low animate ergative subject combines with

a high animate accusative object:

(13) Kham (Watters 2002:68)

ge::h-ye õa-lai duhp-na-ke-o

ox-ERG I-ACC butt-1SG-PERF-3SG

‘The ox butted me.’

As Watters (2002:69) discusses, these markings appear when the animacy of a

particular noun phrase does not conform to the expected animacy of its grammatical

function. This requires an interpretative evaluation which seems the province of LF.

Likewise, the grammar of Kham makes a distinction between definite and indefinite

third person pronouns, in the sense that only the former count as high animate. As

Watters writes, “the distinction between definite and indefinite 3rd persons is primarily

a matter of speaker construal and presupposition” in the sense that pronouns are

considered definite when they are assumed to be uniquely identifiable. All this points to

LF as the component where distinctions crucial to case morphological realization are

being made.



In addition to animacy, specificity and definiteness may also give rise to differential

case marking patterns (Malchukov and De Swart 2009:345f). For example:

(14) Turkish (Kornfilt 1997:219)

a. ben kitab-ý oku-du-m

I book-ACC read-PAST-1SG

‘I read the book.’

b. ben kitap oku-du-m

I book read-PAST-1SG

‘I read books.’

This raises the question of whether the feature specificity/definiteness in a language like

Turkish (lacking determiners) is present in Narrow Syntax, or made available only at

LF. In the latter case, PF must be fed by LF, since the case-marking is determined by

the specificity feature value.

In this connection we may also mention systems of topic marking, such as Japanese

wa- (as opposed to nominative ga-, cf. Kuno 1973:37ff), or Western Malayo-Polynesian

pivot marking (as in Tagalog ang, cf. Schachter 1976). T hese can of course be

accommodated in Narrow Syntax, by postulating special (left-peripheral) functional

projections that bring in the required features. For Japanese, where the wa-phrase is

a left peripheral element in the matrix clause, this seems plausible, but the same cannot

be said for the pivot in languages like Tagalog, where word order is quite free (Kroeger

1993:13-14). On the approach contemplated here, the relevant information as to

topicality and pivot status becomes available only at LF, and hence complications of the

syntax are unnecessary.

All this suggests the generalization in (15), echoing (10):

(15) Generalization

Unexpected case marking is semantically motivated.

5. Ellipsis

The question of how to treat ellipsis within generative grammar is intimately related to

the conceptualization of the model of grammar, and especially the interaction of the



sound and meaning components in that model. We will take as our starting point a simple

case of VP-deletion in English:

(16) John graduated before Bill did [VP -- ]

In (16), the empty VP is interpreted as ‘graduated’. How is this to be accounted for?

The simplest account would seem to be that Narrow Syntax generates the VP

graduated in both clauses of (16), and that some mechanism (to which we return

shortly) ensures that the second instance of graduated is not spelled out at PF. This has

become the more or less standard analysis within minimalism since Merchant (2001).

In Government and Binding theory, however, the standard analysis ran along different

lines, where Narrow Syntax generates an empty VP in the embedded clause, the content

of which then needed to be reconstructed at LF (Williams 1977). Clearly, this approach

requires a separation of PF and LF, such that operations at LF leave no mark on PF.

The phenomenon of Antecedent-Contained Deletion (ACD), illustrated in (17),

provides a strong conceptual argument in support of the minimalist PF-deletion analysis,

and against the GB LF-reconstruction analysis.

(17) Dulles suspected everyone Angleton did [VP -- ]

Reconstruction requires that the embedded VP copies the material from an antecedent

VP, in this case the matrix  VP. In (16), this is unproblematic, as the antecedent VP

contains just the intransitive verb graduated. But in (17) the antecedent VP actually

contains the object everyone Angleton did [VP -- ], including the empty VP contained

inside the object. Reconstruction would therefore not result in the elimination of the gap,

calling for further reconstruction, ad infinitum. The LF-reconstruction analysis of (17),

then, leads to an infinite regress. On a PF-deletion analysis, no such problem arises, as

the syntax simply generates (18)(Vanden Wyngaerd and Zwart 1991).

(18) Dulles suspected everyone Angleton suspected

Fiengo and May (1992) propose to salvage the LF-reconstruction analysis of ACD-

constructions like (17) by assuming a rule of Quantifier Raising (QR) at LF, prior to

reconstruction. This rule would raise the quantified noun phrase everyone Angleton did



out of the matrix VP, leaving a trace (t):

(19) [everyone Angleton did [VP -- ]] Dulles [VP suspected t ]

As a result, the empty VP can take the VP [ suspected t ] as its antecedent for the

reconstruction of its contents. But this analysis has several problems. For one, it

assumes that LF is just covert syntax, a notion discarded in minimalism. But even if LF

is covert syntax, the analysis could not work, as the antecedent VP no longer c-

commands the empty VP after QR, and syntactic dependency is a function of c-

command. Also, the trace of QR does not have the same features as the trace needed

inside the embedded VP (which is the trace of the relative operator heading the relative

clause OPi Angleton did ti). And finally, the analysis predicts that ACD is limited to VP-

deletion inside quantified objects, which is not unequivocally the case (Vanden Wyngaerd

and Zwart 1991:154).

All this makes the minimalist PF-deletion analysis more attractive, and I will assume

it from here on. On this analysis, the main question becomes: how does PF know what

material not to spell out? And here, clearly, semantic factors and aspects of discourse/

information structure are supremely relevant.

To see this, consider the analysis of VP-deaccenting and VP-ellipsis in Tancredi

(1992). T ancredi argues that both phenomena are conditioned by an operation that

identifies on the one hand a set of foci and on the other hand what he terms a ‘focus

related topic’, the latter a candidate for deaccenting and ellipsis. Thus in (16), John and

Bill are the foci, and ‘x graduated’ is the focus related topic. The focus related topic is a

phrase (or set of phrases) with the foci replaced by variables (Tancredi 1992: 43, 79).

Clearly this is an operation that belongs to the LF-component.

A direct relation between syntax and PF, without mediation by LF, becomes

problematic in view of cases like (20), with high pitch indicated by small caps:

(20) JOHN wrote A PAPER about ellipsis and BILL A BOOK

Here the focus related topic would be something like [x write y about ellipsis], where

write about ellipsis is not a constituent. A syntactic division into foci and focus related

topic based on constituency is therefore not automatic.

As Tancredi (1992) is well aware, deletion differs from deaccenting in being subject



to a stricter condition of identity between the antecedent and the deleted element. But

this condition is not absolute, and it is here that LF once again becomes relevant.

Consider examples like:

(21) Biden believes in himself, even if Harris doesn’t

Here the deleted VP in the second clause must have been something like believe in him

(not believe in himself). The focus related topic therefore must abstract away from the

exact morphology of the pronouns, to create something like identity between the

relevant VPs. This evaluation of identity, we submit, must also take place at LF. Once

again, ellipsis at PF cannot be understood as the outcome of a direct interaction between

syntax and PF, but requires an intermediate role for LF. 

6. Binding

In the Government and Binding theory, pronominal elements such as reflexives and

regular pronouns were considered to be generated in syntax, and familiar conditions

were formulated regulating the distribution of these elements (Chomsky 1982: 20).

Thus, reflexives had to be bound (coreferential with a c-commanding antecedent) within

a local domain, and regular pronouns had to be free (not coreferential with a c-

commanding antecedent) within the same local domain.

There are several problems with this approach, suggesting to me that pronominal

elements are underspecified in the syntax, and receive a morphological realization at PF

depending on the kind of dependency that they are intended to express (cf. Levinson

2000: 261ff). On this approach, the crucial decision on how to spell out the pronouns

needs to be made at the interpretive component, LF.

One of the problems with the classical binding theory is that languages differ in their

inventory of pronouns (e.g. Reuland 2011: 83f). Thus, while Dutch has a special form

zich ‘himself’ for third person reflexive pronouns, next to the regular pronoun hem/haar

‘him/her’, Frisian (closely related to Dutch) does not make this distinction, and uses the

regular pronoun him/har ‘him/her’ in both reflexive and nonreflexive contexts (as did

in fact Middle Dutch).



(22) Dutch

a. Kim was-t haar

Kim wash-3SG 3SG:OBJ

‘Kim washes her.’ (her =/ Kim)

b. Kim was-t zich

Kim wash-3SG 3SG:REFL

‘Kim washes herself.’ (herself = Kim)

(23) Frisian

Kim waske-t har

Kim wash-3SG 3SG.OBJ

‘Kim washes her/herself.’ (har = or =/ Kim)

Frisian har, functioning as both a reflexive and a regular pronoun, is subject to two

conflicting binding conditions, requiring it to be at the same time bound and free within

the same local domain. This suggests a different approach, where the pronoun is

underspecified in the syntax, is marked as being reflexive or not at LF, and receives a

morphological realization at PF accordingly.

On this alternative approach, reflexivity does not exist in Narrow Syntax, and is an

additional piece of information generated at LF. This is consistent with the typological

observation that reflexivity can be realized in a variety of ways. These include (cf.

Geniušienë 1987, Schladt 2000):

(24) realizations of reflexivity

a. reflexive marking on the verb

b. pronominals

c. body part noun phrases

d. dedicated self-markers

e. dedicated auxiliaries

f. directional prepositional phrases

g. repetition of the antecedent

To illustrate just the first of these many variants:



(25) Mohawk (Baker 1996:50)

Sak ra-[a]tate-núhwe’-s

Sak MASC.SG.SU-REFL-like-HAB

‘Sak likes himself.’

The generalization that suggests itself is that reflexivity is marked on the predicate, and

that (24) lists various ways in which the predicate can be morphologically marked to

express reflexivity (Zwart 2006b). While this can be viewed as a function of Merge, the

interpretive step of marking the subject-predicate dependency as reflexive is not in and

of itself a syntactic operation, but must be the province of the semantic component, LF.

If so, and if morphological realization takes place at PF, LF must feed PF.

The classical binding theory also regulates the distribution of R-expressions. These

must be free regardless of locality. This accounts for the ungrammaticality of (26a), yet

Bolinger (1977) observes that subtle variation may lead to significant improvement

(26b)(cf. Zwart 2015a).

(26) a. * He flunked when John  cheated (he =/ John)

b. He usually flunks when John cheats (he = John)

As Bolinger argues, discourse factors are at play here, in the sense that the referent of

he in (26) may be made explicit if there is a need to reidentify it as the topic. Note that

there is no evidence that the topic is syntactically represented in an example like (26b),

e.g. in a left-peripheral TopicPhrase (cf. Rizzi 1997). This suggests that the interpretive

features giving rise to repetition of the referent of he are not introduced in the syntax

but at LF.

The relevance of this case for the relation between LF and PF is the following. The

principle excluding R-expressions in situations where coreference is intended (‘Principle

C’ of the binding theory) can be formulated as follows in the approach contemplated

here, where reflexive markers are only realized at PF (see also Levinson 2000: 331):

(27) To express anaphoricity, use an anaphoric device

In (26), the anaphoric device of choice for English would be the pronoun he (‘He flunked

when he cheated’), explaining the infelicity of (26a) under the intended reading. (26b)



then shows that the principle in (27) can be lifted when other considerations (having to

do with the need to re-establish the topic) are at play. Since these are LF-considerations,

and (27) is about morphological realization at PF, LF must feed PF in this domain as well.

7. Prosody and scope

It is well known, or at least easy to observe, that intonation and interpretation are

closely connected. Thus, in (28), the ordinary wide scope of negation is canceled when

the negative marker is stressed.

(28) Dutch

a. Het kan niet WAAR zijn

it can:SG NEG true be:INF

‘It can’t be true.’ ( neg > can )

b. Het kan NIET waar zijn

it can:SG NEG true be:INF

‘It can be false.’ ( can > neg )

Similarly, the ordinary wide scope of the quantifier everyone in (29) is canceled when

it is stressed.

(29) a. What did everyone buy? (all > wh )

b. What did EVERYONE buy? (wh > all)

The question now is, is the scope interpretation affected by the pitch, or is the pitch a

prosodic realization of the scope interpretation.

The standard model, in which PF and LF are separated, is not compatible with either

scenario. For the scope interpretation to be affected by the pitch, then, a feature would

have to be present in the syntax, that would lead to a prosodic effect at PF and to a

corresponding semantic effect at LF. T he question is whether a plausible syntactic

feature could be identified to that end.

This leads to the further question: what kind of syntactic features are there (i.e. must

minimally be assumed)? We assume that Merge is the only operation of Narrow Syntax.



The elements merging may have inherent syntactic features (person, number, gender,

tense, aspect, category perhaps). We assume that these features can be shared as a

function of Merge, to account for agreement phenomena. Let us assume that features

relating to polarity (incl. negation) and quantification are syntactic features. These

features then must have values, leading to the following question: is the prosody in (28)-

(29) a function of a certain value specification for the relevant features?

And clearly, this is not the case. The value of the polarity marker niet ‘not’ in Dutch

remains the same regardless of the pitch (namely negative). The pitch reflects the

workings of an additional feature that is not inherent to the polarity marker, namely

focus. Similarly with the quantifier everyone in (29).

I submit that focus assignment is not an operation of Narrow Syntax, but of LF. It

adds a dimension of information structure to the syntactic structure derived by Narrow

Syntax. If so, the prosodic effect in (28)- (29) and other relevant cases must be a

function of LF, and PF must again be located downstream from LF.

Note that the phenomena in (28)-(29) are not automatically  explained away by

postulating a syntactic projection in the clause structure (Focus Phrase) that would play

a role in deriving the interpretation. This is because there is no syntactic evidence of a

difference in structure between the different scope readings. The only thing that seems

to happen is that the unmarked distribution of focus and ground is changed, leading to

a different interpretation with a concomitant prosodic effect.

This is not to deny that focus can have an effect on word order, as demonstrated

most recently for Kukuya in Li (2024). Thus, Kukuya has an ‘immediately before verb’

focus position, visible in a marked SOV word order:

(30) Kukuya (Li 2024:160)

a. ndé á-dzwí mi-féme

he SU:1.PAST-kill 4-pig

‘He killed some pigs.’

b. ndé mí-féme ká-dzwí

he 4-pig SU:1.PAST-kill

‘He killed some PIGS.’

But the change in subject agreement morphology (a vs. ka) suggests that these

sentences have different derivational histories, with the focus construction (30b) being



derived from a pseudo-cleft construction, and this is in fact what Li (2024) argues. To

what extent this can be generalized to other cases of focus fronting remains to be seen

(see Fanselow 2006 and Green 2007:67f for pertinent discussion).

8. Operator-variable constructions

The arguments above converge on the idea that certain aspects of the interpretation of

a sentence are introduced postsyntactically, at LF. These aspects relate to discourse

roles and information structure, to the role of participants in the speech situation, and

to the construction of what is given and new. In standard minimalist theory, these

interpretational aspects are typically accounted for in Narrow Syntax, by postulating

additional functional projections of phrase structure, mostly in the left periphery (e.g.

Rizzi 1997). That whole architecture comes under scrutiny from the perspective

contemplated here.

I would like to extend the line of reasoning developed in the above to one of the most

venerated operations of Narrow Syntax, wh-movement. The perspective, namely, that

LF feeds PF opens up the possibility that wh-elements binding a variable are not

introduced in the syntax, but at LF. This would immediately explain the fact that wh-

operators are (arguably universally, Kayne 1992) left-peripheral to the remainder of the

clause.

Wh-constructions are subject to a condition banning vacuous quantification, which

may be formulated as a bijection principle (cf. Koopman and Sportiche 1983:146).

(31) Bijection principle

There is a bijective correspondence between variables and operators.

That is, every variable must have an operator, and an operator must bind a variable.

The Bijection Principle is arguably a principle of interpretability, and should therefore

hold at LF. In standard minimalism, variables and operators do not exist as entities of

the Numeration. The operator-variable configuration comes into being when an element

undergoes internal merge (i.e. movement) to a particular (A’) position. This operation

yields two copies of a single element, which both need to undergo a transformation: the

higher copy becomes an operator, and the lower one a variable. Exactly how these

transformations work is unclear.



That this is not a trivial matter is clear from the observation that the operator which

book and its variable (e) both receive a different interpretation from the element first

merged, the book:

(32) a. John read the book

b. Which book did John read e

(i.e. for which x, x a book, John read that book)

In (32b), which book receives an interpretation like ‘for which x, x a book’, and the

variable receives the interpretation ‘that book’ (or simply: x). It is unclear how this

works.

Alternatively, we may consider the possibility that the variable (a generic variable)

is a potential member of any Numeration. For (32b), this would yield a syntactic

structure like (33):

(33) John read x

At LF, (33) will be uninterpretable (i.e. violating (31)), but the derivation can be

salvaged by merging an operator (e.g. which book). Arguably, ‘for which x, x a book’ is

the meaning of that operator, so that the interpretation of (32b) is easily derived.

(34) + [which book], [ John read x ],

A minimalist interpretation of this process would be to state that it is a one-off process:

when a violation of (31) is registered at LF, one and only one operator may be merged

to salvage the derivation. If so, wh-island effects immediately follow.

To see this, consider a standard case of a wh-island violation:

(35) *Which book did you wonder [ when John read e e ]

In (35), the embedded clause contains two variables, one corresponding to which book

and another corresponding to when. On the assumption that operators are introduced

at LF, the embedded clause will look like (36) at the end of (it’s cycle of) Narrow Syntax:



(36) [ John read x x ]

Merging when at LF removes one unbound variable, but does not completely satisfy

(31), so that the construction remains uninterpretable.

A beneficial consequence of this approach for the theory of syntax is that the left-

peripheral nature of wh-operators can be explained without the need to postulate  left-

peripheral functional wh-projections for this purpose.

Clearly, if this is the right approach to wh-movement (now a misnomer), PF must be

fed by LF, as wh-operators are merged at LF and realized at PF.

9. Second position phenomena

It is a robust phenomenon across the Germanic languages, but also widespread beyond,

that wh-movement triggers movement of the finite verb to the position right adjacent

to the wh-element. This is exemplified by the auxiliary did in (32b), and by the finite

verb in Dutch (37).

(37) Dutch

Welk boek lees-t Jan?

which book read-3SG John

‘Which book does John read?’

Now if merger of wh-elements takes place postsyntactically, as we have suggested, and

it triggers the verb placements in (32b) and (37), the latter must also take place

postsyntactically, arguably at PF (which deals with linear order).

The idea that v erb movement takes place at PF was first proposed in Chomsky

(2001), mainly on conceptual grounds. The main arguments were that head movement

cannot be reduced to Merge (as it violates the ‘extension condition’ limiting Merge to the

root node of the structure), and that it yields no semantic effect. To this we can add the

argument of Zwart (2017), who observes that the idea of postsy ntactic morphology

(where verb forms spell out features accumulated by the verb during the syntactic

derivation) has nontrivial consequences in this domain. This is because the periphrastic

past of languages like Dutch must be regarded as just one of the possible morphological



realizations of the VERB (recall that VERB stands for the complex consisting of the verbal

root and the other components of the verb, merged together in a previous derivation

and entered into the Numeration for the clausal derivation as a single item, ending up

as a terminal of Narrow Syntax at the end of the clausal derivation). In other words, the

auxiliary that we see in the periphrastic past does not correspond to an independent

functional head (Aux, or Infl, or T), as is the common idea in weak lexicalist approaches

to morphosyntax (e.g. Wurmbrand 2001). On the contrary, the auxiliary is just part of

whatever the morphological component returns in order to lexicalize a VERB with the

appropriate features (anteriority or ‘relative tense’, according to Zwart 2017).

If so, the observation in (38) forces us to conclude that verb movement takes place

at PF.

(38) Dutch

Welk boek heef-t Jan ge-lez-en ?

which book AUX:3SG John GE-read-PART

‘Which book did John read?’

This is because the auxiliary heeft ‘has’, which occupies the ‘verb-second’ position right

adjacent to the left-peripheral wh-element welk boek ‘which book’, is only introduced

at PF, as part of the realization of a VERB by a periphrastic form.

Word order determined by information structure, topic/focus organization, semantic

‘strength’ (of indefinites, for example), etc. is a vast subject that I cannot do justice here.

If anything, the ideas explored in this article suggest an alternative to the prevalent

approach to these phenomena, which capitalizes on a presumed universal cartography

underlying the structure of the clause as generated in Narrow Syntax by Merge. 

10. Architecture

T his article has argued for a revision of the model of grammar assumed in current

minimalism, in which PF is ordered after LF, and LF assumes much of the responsibility

for the semantic aspects of syntax. Thus, we have seen that aspects of the grammar

having to do with information structure, speech situation, scope, and variable binding,

which arguably relate to an added dimension on top of the hierarchical structure

generated by Merge, may have to be located at the interface component LF. Since these



grammatical aspects often drive PF-externalization, in terms of inflectional morphology,

prosody, and linear order, PF must be positioned downstream from LF in the model of

grammar.

This then leads to a model as in (39).

(39) Numeration

>>

Narrow Syntax

>>

LF

>>

PF

So far we have considered derivations to be nonrecursive, but this is clearly wrong

(Zwart 2009, 2011, 2015b). Elements in the Numeration may have their own

derivational history, if only because of the existence of complex words. This assumes a

principle of uniformity, stating that there is just one structure building operation in the

model of grammar (Merge).

(40) Uniformity

All structure is derived by Merge

The uniformity principle implies that complex words (e.g. compounds) must be derived

by Merge as well. Let us strengthen this and say that every complex element must be

derived by a ‘grammar’ consisting of the three components discussed at the outset of

this article:

(41) Numeration >> Merge >> Externalization

Every derivation, then, is a network of derivations each structured as in (41).

But this leads to a problem, that is happily solved by the proposal made in this

article, namely that PF is located after LF. T he problem is that the elements in the

Numeration, in this model, are not actual words, with sonic representations, but sets of

features. The sounds of the words do not come into play  until the Externalization



component, more particularly PF. This allows us to generalize across languages, and to

characterize Merge in abstraction from language specific features of the elements

involved.

But on the assumption that derivations are networks of derivations, all ordered as

in (41), we arrive at a paradox if the Externalization component of each subderivation

includes PF. For in that case, the output of a subderivation would be endowed with sonic

features, and the Numeration for the next derivation would be a mix of abstract

syntactic features and concrete phonological features. Do we really want a complex verb

to be present in the Numeration with all its sound properties, including inflectional

morphology and prosodic contours, while other elements are just collections of abstract

features?

This paradox can be resolved if LF and PF are sequentially ordered within the

Externalization component. For then the recursive step could be taken after LF and

before PF, and PF would be accessed only at the very end of the total derivation.

(42)

Numeration >> Merge >> LF

Numeration >> Merge >> LF

Numeration >> Merge >> LF >> PF

A layered derivation model incorporating the standard separation of LF and PF, both fed

directly by the syntactic component (Merge), would not be able to accomplish this.



11. Conclusion

In this article I have argued that information reflecting the conceptualizations and

intentions of the speaker should not be represented as formal features in Narrow

Syntax, but only enter the derivation of a sentence at the conceptual/intentional

interface component LF. These features typically reflect a point of view of the speaker,

regarding animacy, specificity, honorificity, and other features not directly reflected in

the feature make-up of clausal constituents, as well as everything to do with the

discourse situation, information structure, and pragmatics.

These features typically affect morphological realization (via case, agreement, choice

of pronouns, etc.), linear order, and prosody, all properties of the clause regulated at the

sensory/motor interface component PF. This leads to the conclusion that the current

conception of the model of grammar, in which Narrow Syntax interfaces with PF and LF

directly, and PF and LF do not interact, must be revised, to the effect that Narrow

Syntax feeds LF, and LF feeds PF.

The perspective sketched here is at variance with a long-standing research tradition

in generative grammar, where Narrow Syntax is enriched with functional projections

hosting the features relevant to the conceptualizations and intentions of the speaker

(such as Topic Phrases and Focus Phrases, and similar functional projections, in e.g. Rizzi

1997). This approach typically necessitates the postulation of covert movement (at LF)

of elements associated with the relevant features which happen to occupy syntactic

positions at some remove from these postulated functional projections.

If we are on the right track with the model of grammar contemplated here, such

functional projections and covert movements need no longer be entertained, leading to

a considerable simplification of the model, with concomitant advancement in our

understanding of the human language faculty.
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